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Abstract— When synthesising an asynchronous circuit from an II. BAsSIC DEFINITIONS
STG, one often encounters the state explosion problem. In order _ ) ) _ ) )
to alleviate this problem one can decompose the STG into smaller  This section provides the basic notions for Petri nets and
components. ' - STGs, for a more detailed explanation cf. e.g., [4].

This paper deals with the decomposition method of [11], [12] A Petri netis a 4-tupleN = (P, T, W, My) where P is

and introduces several strategies for efficient implementations, finit t ofpl dT a finit t oft iti ith
proves them correct and compares them by means of benchmark a finite set ofplacesan a finite set oftransitons wi

examples. PNT=0.W:PxTUT x P— Ny is theweight function
Keywords: Asynchronous circuit, STG, Petri net, decomposi- and My the initial marking, where amarkingis a function
tion, speed-independent P — Ny which assigns a number ¢bkensto each place. A

Petri net can be considered as a bipartite graph with wedghte
and directed edges between places and transitions.
|. INTRODUCTION The presetof a place or transition: is denoted agz and

Asynchronous circuits are a promising type of digital cirdefined by*z = {y € PUT | W(y, z) > 0}, the postsetof =
cuits. They perform better, use less energy and emit Idsglenoted as® and defined by:® = {y € PUT | W (z,y) >
radiation than conventional synchronous circuits. A wjdel0}. These notions are extended to sets as usual. We say that
used formalism for their modelling aségnal transition graphs there is anarc from eachy € *z to x.

(STG3, which are interpreted Petri nets. A transitiont is enabled under a marking Nf Vp € °t :

While STGs are relatively simple and well-studied, the issu¥/ (») > W (p,t), which is denoted byM[t). An enabled
of computational complexity for highly concurrent STGs igransition carfire or occuryielding a new marking\/’, written
quite serious due to the state space explosion problem. TagM|[t)M’, if M[t) andM'(p) = M(p) — W (p,t)+W(t,p)
puts practical bounds on the size of control circuits thatlea for all p € P.
synthesised using such techniques, which are often regric A transition sequencev = tot;...t, is enabled un-
especially if the STG models are not constructed manually bgr a marking M (yielding M’) if Mlto)Mo[ti)M;

a designer but rather generated automatically from higéke ... M,,_1[t,,) M, = M’, and we writeM[v), M[v)M' resp.;
hardware descriptions. v is calledfiring sequencef My[v). The empty transition

One way to alleviate state explosion is to decompose aaquence\ is enabled under every marking.

STG into several smaller ones which behave together in theM is called reachableif a transition sequence with
same way as the original one. The advantages are a fastéy[v) M exists. We only consider Petri nedé such that the
synthesis and a reduced peak memory usage. In this papet[My) of reachable markings is finite (i.&V is boundeg.
we deal with the decomposition method of [11], [12], whichis An STGis a tuple N = (P, T, W, My, In, Out,l) where
non-deterministic, leaving a lot of choices for implemeioia (P, 7, W, My ) is a Petri net andn and Out are disjoint sets
We introduce four strategies to improve its efficiency anel thof input and output signals For Sig := In U Out being the
quality of the components. set of all signals] : T — Sig x {+,—}U{A} is thelabelling

The next two sections give a condensed overview of ST@smction. Sig x {+,—} or short Sig+ is the set ofsignal
and decomposition. The fourth section introduces the new delgesor signal transitions its elements are denoted as-,
composition strategies, which is followed by the resulttheir «— resp. instead ofa,+), (a,—) resp. A plus sign denotes
application to some benchmark examples. After this, ptessilthat a signal value changes frological low (written as 0)
applications of the new strategies to the STG decomposititmlogical high (written as 1), and a minus sign denotes the
methods of Carmona and Cortadella [1], [2] and Yonedather direction. We write.= if it is not important or unknown
Onda and Myers [13] are discussed. The paper ends wittwhich direction takes place; if such a term appears more than
conclusion and an outlook for future work. once in the same context, it always denotes the same dimectio

For more information about asynchronous circuits, STG® keep the notation short, input/output signal edges ast ju
and decomposition see [4], [11], [12]. called input/output edges.



An STG may initially contain transitions labelled with [1l. STG DECOMPOSITION

calleddummy transitionsThey are a design simplification and Synthesis with STG decomposition works roughly as fol-
describe no physical reality, and they have to be removed Bgys: 5 partition of the output signals of the given specifora
fore our decomposition algorithm can be applied. However, t 5/ ig chosen, and the decomposition algorithm decomposes
algorithm itself labels certain transitions withat intermediate 7 into component STGs, one for each set in this partition.
stages; since their nature is different from that of dumrap-r Then, a circuit is synthesised from each component, and the
sitions, they are calledivining transitions. This relabelling interconnection of these circuits has a behaviour thataoms
of a transition is calledambdarisinga transition. The set of 5 the specification.
trgnsitionsllabelklad with a certain signa} is frgquentlgridfied This correctness is formally proven in [11], [12] on the leve
with the signal itself, e.g., lambdarising signaimeans t0 of STGs. Interconnection on the physical level simply means
change the label of all transitions labelled with- or a— t0 5 connect the circuits with a wire for each common signal,
A. ) ) _i.e. if an outputz of a component; is also an input of a
In a graphical representation, places are drawn as CirclgSnponent,. On the STG level, interconnection corresponds
containing a number of tokens corresponding to their mars the ordinary parallel composition for Petri nets, whigkds
ing. Transitions are drawn as rectangles together withr thgisnsitions with the same label.
labelling, the weight function as directed areg (labelled  The formal correctness notion used in [11], [12] is a form of
with W (z,y) if W(z,y) > 1). bisimulation between the specification and this parallehco
An STG can be taken as a specification formalism fquosition. There are two main differences: firspmputation
asynchronous circuitsSuch a circuit has input signals, whichinterference[5] between the components is forbidden, i.e. in
are controlled by the environment, and output signals, whothe example above(’; can only producer+ when C; is
values are changed by the circuit. The STG describes whiwady to receive it. Secondly, the components can allowtinpu
output signals should be performed; at the same time,eilges which are not allowed by the specificati¥n This is
describes assumptions about the environment, which shotdthitively correct, sinceV also describes assumptions on the
perform input signals only if they are allowed by the STG. environment, i.e. a proper environment will not produceséhe
We lift the notion of enabledness to transition labels: wadditional input edges. An extension of this correctnes®no
write M[I(¢)))M" if M[t)M'. This is extended to sequenceso internal signals is given in [7].
as usual; note that-labels are deleted sinceis the empty  To describe the decomposition algorithm in more detail,
word. An STG hasauto-concurrencyif there are transitions we discuss in the following subsection the notion aafto-
t; andty with I(t1) = I(t2) # A such that for some reachableconflicts which plays an important part during decomposition.
marking M Vp € P : M(p) = W(p,t1) + W(p, t2). The second subsection deals with the decomposition ahgorit
A sequences € (Sig+)* is called atrace of a markingl itself.
if M[v)), and atrace of N if M = My. Thelanguage ofN
is the set of all traces aV denoted byL(N). A. Auto-Conflicts
The reachability graphRGy of an STGN is an edge- ) L
labelled directed graph on the reachable markings Witk STGs can model more b_ehawour than a real—ln‘g circuit can
as root; there is an edge frofd to M’ labelledi(t) whenever show. For example, inconsistent STGs cannot be implemented

MIt)M’. RGy can be seen as a finite automaton (where &|though they are allowed in principle. Another problem are

states are final), ani(N) is the language of this automaton.dynamic conflictsi.e. two transitions of an STG enabled under

N is deterministicif its reachability graph is a deterministicS0Me reachable marking, where firing one would disable the
automaton, i.e. if it contains na-labelled transitions and if °te’:

for each reachable marking/ and each signal edge+ there If the conflicting transitions correspond to different impu
is at most one\l’ with M[s=))M". signals then they model a choice made by the environment,

An important property of STGs isonsistency An STG and this is not a problem. However, if at least one of the sgna
is consistent if it satisfies for every signalthe following IS @ output, then the specification cannot be implemented as
two conditions: (i) in all traces, the first occurrencesohas a" asynchronous digital circuit. There are three problemat
the same sign (either rising of falling); (i) the rising and3S€s:
falling edges of alternate in every trace. From @consistent 1. One transition is labelled with an input edge, the other
STG, one cannot synthesise a circuit and in this paper we With an output edge. This conflict is very hard to
assume that all STGs we want to decompose are consistent; implement, since both signal edges are independently
in particular, consistency is needed for the correctnessfpr generated and may occur at the same time. Nevertheless,
of the new decomposition strategyky BACK. Note also that our decomposition method and our tooE®J cover
a consistent STG cannot have auto-concurrency, since this such conflicts, but we will not discuss them here any
would imply that e.g.s+ can fire twice under some reachable further.

marking. 2. Both transitions are labelled with different output esige
A circuit which can handle such conflicts is called an
IMotivated by their treatment in the correctness proof wheraessort of arbiter and cannot be implemented as a purely digital

angelic bisimulation plays the role of an invariant [12]. . . . .
2This is a simplified notion of consistency, see [9] for a morebetated circuit. STGs with such conflicts can also be handled

one. by our decomposition method, which does not introduce



new conflicts of this kind. For a detailed discussion see

[11], [12]. pi(e) (Hp2
3. Both transitions are labelled with the same signal edge, a
so-calledauto-conflict Such a non-deterministic choice
can hardly be handled by circuits, and we assume that
decomposition is only applied to STGs without auto- ps3 D4
conflicts. During our decomposition algorithm, auto-
conflicts could be generated; this is considered as an
indication that too many signals were lambdarised in an
STG. In this casbacktrackingis performed and a signal @ ()
is delambdarised as described below. Fig. 1. Transition contraction with generation of struefuauto-conflict.(a)
Note that conflicts between-labelled transitions are !nitial net. (b) After contraction of the\-labelled transition.
ignored.

Auto-conflicts are dynamic in nature, i.e., to detect them Clearly, for each STGV there is aminimal feasible parti-

;)ne hgc;s f genre]ra_te tlhe re?chgbng]y tgr?psah, V;'h'cr wte qubtn T such that theDut; are minimal and only necessary
0 avoid. A much simpler notion is that of structural auto- inputs are included ifin;.

conflic1.; wher'e two equally Igbglled transitions have a COMMON 1t \ve have a feasible partition, we can build another feasibl
place in t_helr presets. This is a necessary precondition fc%e by adding additional input signals to one of the members
auto-conflicts and can be checked structurally. Conset;uenbr by merging two member&ln,, Out) and (In, Outs) to

the decomposition algorithm of [12] checks only for struatu a new one((In, U Inz) \ (Out UOut;) Out, UQO’ut2)2

conflicts, conservatively treating them as dynamic ones. ; i, ;
. . . .. All possible partitions can be generated by applying these
The improved decomposition algorithm of [11] makes 'E)perations repeatedly 6.

possible to ignore structural auto-conflicts to some degree
order to avoid unnecessary backtracking. This resultsrigeth For each member(In;, Out;) of a partition aninitial

different strategies for handling structural auto-cotdtic componentis generated fromV: in a copy of the original
1. Conservative strategyAs in [12] every structural con- STG N, every signal not infn; U Out; is lambdarised and the
flict is considered as a dynamic one. signals inIn; are considered as inputs of this component —
2. Risky strategy Structural conflicts are completely ig-€ven if they are outputs oV
nored. The following operations are applied to each of these
3. Interactive strategyAsk a human if a structural conflict components; this process is calletiuction
is dynamic or not. « secure contractiorof divining transitions
Despite its name, the risky approach is feasible since thes deletion of redundant places
decomposition algorithm essentially preserves (dynamit)-  « deletion of redundant transitions

conflicts. Thus, accidentally generated ones will be detect o backtracking

by the synthesis tool and at least no erroneous circuit vll b We call the first three of these operatioreduction op-

generated; also see below. erations The reduction of an initial component leads to a
We have implemented the conservative and the risky strabmponent-STG withouk-transitions. Each component-STG

egy, and it turned out that the risky strategy in its puris then synthesised, usually by constructing its reacigabil

form does not look practical: for most decompositions theggaph. Very often, adding up the sizes of these graphs gives a

is at least some final component with an auto-conflict, amlimber much smaller than the size of the reachability grdiph o

the runtimes are not much smaller than for the conservativg, in which case the decomposition can be seen as successful.

conflict detection. Therefore, we restrict ourselves to thictually, it might already be beneficial if each reachapilit

conservative strategy from [12] in the following. Still, rfo graph is smaller than the one &f, in particular for reducing

the correctness proof ofAzy BACK, it is important to know peak memory.

that the decomposition algorithm gives also a correct tésul

structural-but-not-dynamic auto-conflicts are ignored. We will now describe the above operations in more detail.
The contraction of a transitiort generates a set of new places
B. The Decomposition Algorithm {(p,q) | p € °t,q € t*} (each one of them inherits the tokens

In the following, we assume that we are given a dete?'—nOI arcs of its ‘inner’ places) and removes't and¢* from

ministic, consistent specificatio’’ without structural auto- th%net; cf. Figure 1. v verformed if th sure (imp)
conflicts; first, one chooses faasible partition i.e. a family ontractions are only performed if they asecure (imply-

(Ini,Out,)ic; for some setl such that the set®ut; are a ing language preservation) and new structural auto-conflict
parti’tion ofOut, In; C Sig\ Out; for eachi and furthermore: is generatedlt is easy to see that the contraction of a transition
H 1T = 3 :

. . o incr he number of pl e = (]° ‘).
« If two output signalszy, zo are in structural conflict in t increases the number of places [By| - |¢*] — (|¢] + [¢°])
N, then they have to be in the sarat;. Redundant placeare a subclass dmplicit placeswhich

« Ifthere aret,t’ € T with ¢’ € (¢*)*® (¢ is calledsyntactical can be deleted without changing the firing sequences of the
trigger of¢'), theni(¥') € Out; impliesi(t) € In,UOut;. STG. The difference is that looking for implicit places reqs



the reachability graph while redundant places can be d=tect To prove this, assume that some intermediafé has

structurally; hence, we only look for the latter ones duringn auto-conflict. Then, since the operations are auto-cc-

decomposition. preserving, N/ has to contain an auto-conflict or auto-
There are two kinds aofedundant transitionsFirst, if there concurrency. The former is impossible sin%é has no struc-

are two \-labelled transitions which are connected to everyral auto-conflicts; the latter implies that’ is not consistent,

place in the same way, one of them can be deleted withoufich is also impossible.

changing the traces of the STG. Second;labelled transition The decomposition algorithm itself is non-deterministie,

t,W'th W(t,’,p) = W (p,1) for every place can also b_e delet(_ad_’the operations can be applied in any order; the results have
since its firing does not change the marking and is not visiglg.oy 'hroven to be always correct. In the original version of
on the level of traces; observe, that this is valid for anykiny' 1o agorithm called Bsic here, the order of contractions

of the adjacent places. depends on the ordering of items in the input file, which can
These two operations may seem trivial, but especially the -onsidered as random.

deletion of redundant places is essential for getting Sma”However, for some examples the order of operations is

components, since very often the existence of such plag§§cial for the final result in terms of the number of added

prevents further transition contractions. The same is tils® signals, the overall number of reachable markings and the

to some extent for redundant transitions. time needed for synthesis. The question is how to find a good

o(rjder of operations to get the best possible result. Furtbes,

Backtrackingmeans to choose a signal that was Ian"'bdanséacktracking means to undo all operations performed on this

in the initial component, to add it to the input signals, an o NP .
ST . component so far, which is very inefficient and the question
to delambdariseit, i.e. to restore the original labels of the. - S .
. o I is whether this is really needed. Viewing the reduction of al
corresponding transitions; then reduction is started arew

o o components together, a lot of work is done several times and
there are still divining transitions left but none of theuwetion P 9

. . the question is whether it is possible to reuse intermediate
operations can be performed, then an arbitrary one of these . . o
" ) ST results for the reduction of other components. Finally,sit i
transitions is chosen and backtracking is performed to itS . : .
former signal possible to choose between several possible partitionbeof t

; ) . . . output signals but it is unclear how a good one can be found.
In particular, if the contraction of a divining transitian

: . . Answers to these questions are given in the next section.
would generate a new structural auto-conflict, this is abnsi
ered as an indication that too many signals of a component |\ OpTIMISED DECOMPOSITIONSTRATEGIES
were lambdarised to produce its output signals appropyiate

this can be changed by delambdarising the former signal of In this section we will introdugg four new strategies to im-
and — informally speaking — providing more information td’rove upon the basic decomposition algorl_thm. In the s_ubs_ec
the circuit. tion hgad_mgs, the name of the c_orrespondlng strategy engiv
After the last backtracking, when enough signals are add@dcap'tfillsed letters; this name is used as an_|dent|f|ehef-t
to the initial component, only the reduction operationseha\bJnderlylng concept as well as for the concrete implemesrati
to be applied to get the final component. This means that ) . .
backtracking is only needed to detect these additionabsgn A Ordering Transition ContractionsREORDERING
if they are known in advance, one can perform decompositionAlthough reduction is meant to be performed automatically,
completely without backtracking. This point of view plays ait can be done with pen and paper. To keep this simple,
important part in the correctness considerations for the n@ne would contract those transitions first which generage th
decomposition strategies. smallest number of new places. In the optimal case a divining

transition has only one place in its pre- and postset, thas it

All three reduction operations (even if secure contracion contraction would generate one new place while removing
applied in cases where structural auto-conflicts arisejgowe hoth old ones. But the contraction of a transition, with for
the language [12] and therefore also consistency, and thetance 4 places in its preset and 6 places in its postsdtiwou
latter is obviously also true for delambdarising signalente, increase the number of places by 14. These 14 places may
all intermediate and final results of reduction are conststepe adjacent to other divining transitions and so on. Hence,
Furthermore, the operations aa@to-cc-preservingl11], i.e. contracting transitions in an unsuitable order can leadnto a
applied to some STGV with auto-concurrency or (dynamic) enormous increase in the number of places.
auto-conflicts, the resulting STG' has also auto-concurrency Contracting ‘easy’ transitions first turned out to be a good
or auto-conflicts. This is the precise argument why the riskeuristic also for the automatic reduction. IlEGRDERING
approach is feasible. It also implies the following reswhjch the divining transitions are sorted by the number of addi-
we will use in Section IV-B: tional places their contraction would generate in the ahiti

(*) Assume the reduction operations are applied to songemponent. Then reduction works as im®8c, following
initial component,gnoring structural auto-conflictsand this this pre-calculated list of transition contractions. Irder to
gives an STGN' without structural auto-conflicts. Then, noavoid repeated calculation and sorting after every redocti
structural auto-conflict encountered during this parteduc- operation, this list is not updated during reduction.
tion is dynamic, and hence — as shown in [11] — the As mentioned above, the original decomposition algorithm
reduction is correct so far. is completely non-deterministic and its correctness hanbe



proven under this assumption. This is an advantage forpgovithen it can be constructed during a correct reduction for the
the newly introduced methods correct: one simply has to shdmitial componentV{, obtained fromV, by delambdarisingi.
that any final component generated by a new method couldWe will argue inductively that actually the same operation
have been generated by the basic algorithm for some ordersetjuence which reached; can be performed to readi’, at
operations. least if we ignore structural auto-conflicts for the timerfagi

It is perfectly clear that RORDERING is correct in this during this, every original intermediate ST® is matched
sense, because the chosen order of contractions is justith some new intermediate ST@’ obtained fromN by

concrete instance of an arbitrary one. delambdarisingd. We clearly have this match before the first
operation forNo and N/. Assume we have reached soiivé
B. Lazy Backtrackingl(Azy BACK) matchingN in the original sequence.

In the original implementation, backtracking was perfodme If the operation applied taV is a redundant place deletion,
1 . . / . .
by discarding all the operations performed so far and ristar then th'ls can 3Isodbe apg)lled v ‘g'th admatchrllngl rsslllj.lt’ it
the reduction for an initial component with an enlarged tnpt?'nce place redundancy does not epenc on the labelling.
set. This method plays an important part in the proof gpe operation s the contraction of transitionwe note that
correctness in [11], [12]. But it can obviously be rathe}'® former signal oft is in {ao,...,a;—1} and that thus

inefficient, e.g., in extreme cases backtracking might becls also a\-transition in N’. Furthermore, the contraction is
for the last divining transition and result in repeating egéa Stll SECUre since this is independent of the labelling. ¢¢en
number of operations. the contraction can be applied with a matching result, which

Naturally, if the reduction should not start anew from thinishes the inductive proof. " _ _
beginning, one has to introducgvepointsfor intermediate 10 conclude the proof of (**), we simply point out that the

STGs. Since backtracking affects signals rather than esin%peration sequence reaching is correct according to (*) in

transitionslazy backtrackingontracts all transitions of signal ?I_s_|scu33|on of trr:e Opira&‘;nsBm Sect|ondI(IjI_—I_3. v hel
ap, then all transitions of signal; and so on. After a signal Is argument shows thatzy BACK can additionally help

was successfully contracted, the resulting intermedia® B 53/ keefp thef componelnts small:ﬂ;mci we"assuhme tfhat r(])nly
used as a savepoint. ! is free of structural auto-conflicts but allow them for the

If backtracking has to be performed, it is unnecessary now?{germe.diate result.s (which are not constructed agtualty)
start from the very beginning. Instead, it is possible tothge 'S POSSible to avoid some unnecessary backtracking due to
last suitable savepoint. While this basic idea is simpleretheStructural-but-not-dynamic auto-conflicts. This is sousidce
is a complication to consider; to confine the complicatioe, weal dynamic aL{to—confllcts of the intermediate results ldrou
do not delete redundant transitions imay BACK. appear also inv;.

The algorithm works as follows. Starting fronv, all Second, we look at the case where there is at least one
initially useless signals are lambdarised yielding theiahi structural auto-conflict for signat; in Nj. Then we cannot
componentNy. Instead of contracting them in an arbitraryproceed from this savepoint; instead, we have to find the
order as in Bsic, the divining transitions are contractedsignals whose contraction caused these conflicts. To do this
grouped by their former signals as described above ap@nsider STGV;_; with a; delambdarised resulting iNj’-,l.
depicted in Figure 2. If there is no conflict fora;, it is clear that the conflicts were

If contracting all ap-transitions is possible, i.e. all con-generated by the contraction af_;. For example, look at
tractions are secure and no new structural auto-conflict Fsgure 1: in (a) there is no structural auto-conflict for tignsl
generated, save the resulting STGNs Next, try to contract Ro, but the contraction of tha-labelled transition introduced
signala; in N; and so on. This results in a sequeri@ég) of one in (b).
savepoints and a sequene) of contracted signals. If every If some conflicts still exist inV/_,, go back to savepoint
contraction is possible, Azy BACK is obviously correct. N,_5, delambdarisez; again and check for a conflict for

Assume now that backtracking has to be performed singg, and so on. Observe that the signals i,a;_»,... are
the contraction of signad; is not possible inV;. In BASIC, not delambdarised while going back in this way, they are
one would delambdarise; in No and start anew from there. contracted again if the reduction is eventually resufhed.
Instead, we delambdarisg in N; resulting inN7; the critical  If eventually a savepoin;, is reached, where the respective
point is that we have to check for a structural auto-conflfct ov; does not have a structural auto-conflict foy, it is clear
a;j in N7 now. (Such a conflict might exist, because conflictthat the contraction of signal, caused at least some conflict
between divining transitions are ignored during reducjion of a;, which is visible in Nyy,. Therefore,a, has to be

AT L 1
First, we study the case where no such conflict exists: flplambdarised inVy, too, resulting in\V;'. -
this case, delambdarise also in all preceding savepoints and At this point there are two possible sub-strategies:
proceed fromV/ with a new signak/; to be contracted. This ¢ LAZYSINGLE: If there is no structural auto-conflict for
J J

is correct due to the following more general claim which is @ In IV}, lambdarises; in ;' again and proceed from
also used later on. there with reduction. If there is a structural auto-conflict

- . :
(**) Let N; be obtained from an intermediate savepoint for ax in IV, go back to savepoin¥._,, delambdarise

NJ‘ by delambdarising some set of signalsnot Contai”ing 30f course, it is possible that they are delambdarised durimother
ag, .., aj—1. If Njf does not have any structural auto-conflictsyacktracking.
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Fig. 2. Backtracking of azy MuLTI. A dotted arc denotes that the corresponding signals aeentelarised. The\-labelled one denotes the construction
of the initial component. A normal arc denotes the contractibthe corresponding signals.
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Fig. 3. Building of a simple decomposition tree. Leafs from kb components”;, Ca, Cs. (@) initial situation (b) two components merged (c) already
contracted signals embraced (d) final tree with all compon@)tég) contraction of signal 3 not possible in root node #retefore postponed to the children
(i) alternative tree

ax, but nota; and check for structural auto-conflicts, andC. Tree DecompositionTREE)

so on. In general, go back with thast delambdarised  The strategies described so far are improvements for the
signal until a suitable savepoint is found. reduction of a single component. This section deals with a
o LAZYMuLTI: If there is no structural auto-conflict fai,  method for improving theoverall efficiency of the reduction
in N}/, proceed from there; differing fromAzy SINGLE,  f gJI components.
a; is not lambdarised again. If there is a structural considering example decompositions, it turned out that in
auto-conflict fora, in N/, go back to savepoinly_1, most cases some components had many lambdarised signals
delambdarisez;, and a; and check for structural auto-jn common. Therefore there should be an intermediate STG
conflicts, and so on. In general, go back wathsignals ¢ from which these components could be derived: instead
delambdarised so fauntil a suitable savepoint is found.of reducing both components independently, it is suffictent
Since N does not have any structural auto-conflicts, w@enerateC’ only once and to proceed separately with each
will eventually reach a savepoint which has the same prppefomponent afterwards, thus saving a lot of work.
when we delambdarise the Signals in the respective‘lSWe We introduce tree decompositiomy means of an ex-
then proceed with reduction from this modified savepoirteraf gmple (see Figure 3): letv be an STG with the signal
having modified all preceding savepoints in the same way. set {1,2,3,4,5}. Furthermore, let there be 3 components
Both strategies are correct due to (**).ALYSINGLE is (4, Cy,C3, and {1,2,3}, {2,3,4}, {3,4,5} be the signals
the more optimistic strategy: the hope is that preventirg tivhich are lambdarised initially in these components. A pos-
‘initial” structural auto-conflict by makingne signal visible sible intermediate ST®@" for ¢, and C, would be the STG
might also prevent the resulting conflicts including the e in which signals 2 and 3 have been contracted.
a;. Backtracking in lazy MULTI mimics BAsic, whichwould  In (a) the initial situation is depicted. There are three
restart witha; delambdarised after a structural auto-conflidhdependent leaves labelled with the signals which shoald b
was encountered, then restart with algodelambdarised etc. contracted to get a component. In (@) is introduced as a
Our implementation of bzy BAck differs slightly from the common intermediate result af; and Cs. In (c) one can
above description: if during backtracking a savepoint isnfib see nearly the same situation as in (b), but signals which
from which reduction can proceed, the corresponding sggnalere already contracted earlier are commented out; they are
are not delambdarised in the preceding savepoints in ooderembraced, and the labels of the leaves becéirjeand {4}.
improve runtime. It is in fact not hard to see that this is alsbhe following is a more operational view: each nodes
correct due to (**). labelled with the signalss(u) which should be contracted



when it is entered with some STG, see below. In (d) wsgnals, cf. Figure 3(h); consider a final compon€r(possibly
added a common intermediate result @t and C; with the having additional input signals due to postponing) and tité p
label {3}, yielding the final decomposition tree. In (i) there igrom the root to the corresponding leaf. The reduction opera
another possible tree for the same components. tions on this path can be performed in the same order without

Tree decomposition according to a given decomposition trbacktracking by Bsic, cf. the discussion of backtracking in
works as follows: enter the root node with the initial STGSection Ill. The only difference is that inREE signals are
N without lambdarised signals. Whenever entering a nedelambdarised ‘just in time’ and not at the beginning. Thisldou
with an STGN,,, lambdarise the signalu) in N, perform only result in more structural auto-conflicts, butHE does not
reduction as usual and enter each child node with its own copycounter any. This implies correctness, which follow® als
of the resulting STG. i is a leaf, the resulting STG is a finalfrom the correctness dfierarchical decompositiomtroduced
component. in [7].

From this use of a decomposition tree, it is clear that in .
anoptimal decomposition tree the sum of &fl()| should be D. Component AggregatiorAGGREGATION
minimal. Because of this, a decomposition tree is the sameAn open problem of decomposition is how to find a good
as apreset treein [6]. There it is shown that finding an partition of the output signals of an ST&. A natural partition
optimal preset tree is NP-complete and a heuristic bottof-Of course the finest partitioff v, whose members usually
up algorithm is described which performs reasonably wedl agontain only one output signal. As already mentioned, &iépt
works roughly as in the example above. We use this algoriti@asible partitions can be found by merging member¥ gf

for the automatic computation of decomposition trees. Using TREE, such a coarser partition can be found dgy
gregating node®sf a decomposition tree. We perfornREE as

However, there is a twist in our setting: since this tree igescribed above for the partitiofiy but with one difference:
pre-calculated from the initial components, it is very likthat  after a nodeu is reduced yielding an ST@, we check if we
not all signal contractions are possible. If a signat s(u) should stop at this point. If so, instead of generating al th
cannot be contracted iV, the easiest thing would be tocomponents for the leaves afin the original decomposition
make a visible for the whole subtree ofi. But there is a tree, onlyC is returned, which produces all the output signals
way to obtain better results: wgostponeu, i.e. we adda to  of the leaves.
every child node ot (if there are any). This is promising for By this method we get a reduced decomposition tree corre-
the following reason: the contraction efmay have caused asponding to a new ‘coarser’ partition which is also feasibte
structural auto-conflict for a signat’, which is lambdarised the discussion at the beginning of Section IlI-B. Clearhg t
deeper in this subtree. Whei is eventually contracted, the correctness of AGREGATIONfollows from the correctness of
contraction ofa may become possible, making at least SONTEREE.

of the final components smaller. ) ) _ It remains to explain under which conditions a node
In our example, assume that the contraction of S|gnal_ 3 Mould be aggregated. Since the main purpose of decompo-
the root node is not possible, because it causes a conflict §gf,n, is o reduce the overall number of reachable markings
signal 4, see Figure 3(e). Signal 3 is therefore added to all components, there are two sensible criteria:
inner node and the rightmost leaf in (f). In the rightmostlea A node can be aggregated if the STGhas not too many
there can be no conflict for signal 4 since it is lambdarised; signals, so that synthesis can be performed in a reasonable
hence, the contraction of signal 3 might become possibé aft | practice this is the same as not having too many
the contraction of signal 4 — but not in the inner node, and transitions.
so 3 is added to the left and middle leafs (g). In the first one Consider the case that has a leafu/ which can be
the contraction is again not possible, but in the latter o i reached by contraction of only a small number of ad-
and (h) shows the final situation. Therefore, the components ditional signals. This means that the componentubf
C andC; were generated as prearranged, only compo@gnt has nearly the same size as thaucdnd the same might
has the additional signal 3, considered as an additionaitinp easily be true for the corresponding reachability graphs.
Observe that — in contrast to lazy backtracking — once the Therefore, instead of generating the compor@hbof «’
decomposition of a node is finished, it is not necessary teecom 514 some additional components, it might be better to
back to this node and to delambdarise additional signat&eSi aggregate and to generate”, which is only slightly

signals are lambdarised just in time when entering a node, larger thanC’. Furthermore, the potential advantage of
there are no divining transitions left after the reductionai generating”’ might not materialise due to backtracking.
node is finished and every potential auto-conflict has become,;Or our benchmark examples, we implemented the first

visible. criterion with bounds on the signal number ranging from 3

Backtracking, with or without postponing signals, changgg 15 These values could be tailored to specific synthesis
the pre-calculated decomposition tree, possibly deatgass ethods in future experiments.

quality. In future work we will study how to approximate an

optimal decomposition tree in such a way that postponing is V. RESULTS

taken into account, refer Section VII. This section presents the experimental results for a num-
We now argue why REE is a correct strategy. Considerber of benchmark examples circulating in the STG com-

the final decomposition tree resulting from postponing sonmeunity. They were obtained with the tool H31J, a new



implementation of the decomposition algorithm in Java. tuntimes do not differ much from the ones oREE and are
provides a command-line mode as well as a graphichlerefore omitted.

user interface for interactive decomposition and STG edit-
ing. The main purpose for its development was to Pros

vide an easy-to-use dgpomposmon tool ‘and an CaSY-IX random “order results in strictly smaller componeritart
extgnd STG decomposition framework.EBMJ and a col- the other strategies. Indeed, for our benchmark exampies th
Iectlo_n of benchmark_examples can be downloaded froﬁ'?appens only once (see case 8); usually, the runtimes for
VWA _nf or mat i k. uni a_u_gsburg. de/| ehr st uehl e/ Basic are quite large (up to 10 minutes) compared to at
swt/ti/research/desi] most 32 seconds for REE, and they are as expected always

Originally, our main target for the new decomposition trat Ionge_r than the_ones OfERDR_DERI_NG Th_erefore, we will not
gies was to improve theuntimeused for decomposition. Dur- Consider Bsic in the following discussion.
ing our experiments, it turned out that the different syite ~ AS €xpected, in nearly every cas®dE has the smallest
also influenced theizeof a decomposition, i.e. the cumulatedUntime except for the cases 43, 48, 56 and 59 whese\.S-
number of reachable markings. The latter measure is obyiouVGLE is faster . Clearly, ReE has to be preferred unless
more important for the subsequent synthesis procedure (RBE Wants to compute only a few components. There is no
discussed here) and therefore used as the main criterion #§2r pattern when comparing the runtimes @&dRDERING
comparing different strategies. and LAzZY SINGLE: in some cases the first one runs 'faster, in
Each STGN was decomposed using the partitiohy, SOM€ cases the latter. It seems th@tztBACK el!mlnate_s
i.e. usually each component produces one output. Sirse RN€ advantages of BORDERING since it enforces signal-wise
ORDERING turned out to be rather successful, it is used as tf@ntractions, and that this outweighs the advantage of the

reduction algorithm in the stages ofaky BAck, TREE and MProved time-saving backtracking. -
AGGREGATION In 17 cases all strategies return decompositions of equal

The risky auto-conflict detection was tested withhBc, size Considering the remaining casesEGRDERING returns
REORDERING LAZYBACK and TREE, but — as mentioned the smallest components in 23 cases, in 12 cases it is the only

before — turned out to be not very successful in general: faprategy with such a result, Azy SINGLE does so in 4 (3)

most decompositions, there are some final components wit*4pes and REE in 26 (15) cases.
least one auto-conflict; furthermore, the runtimes are nathm  Considering AAGREGATION, the comparison with respect
smaller than for the conservative conflict detection. Néaneer to the decomposition size has to be taken with a grain of
less, most components are conflict-free and, thus, the risdait: the first 4 strategies compute components for the same
approach might be useful for semi-automatic decompositigmartitions of the respective output signals, whereas agdjien
Here we only present results for the conservative approachanges these partitions, i.e. the respective sizes are witm
For the benchmarks considered here, there is no differeffearer summands. Recall that it might already be beneficial,
between lazy SINGLE and LAzYMULTI and therefore only if each reachability graph (i.e. each summand) is smaller
the results for the former are given. than the one ofV. Still, taking size as the measure, it turns
In Table | the different strategies are compared. On the leftut that TREE is always worse than AGREGATION, except
for BAsIC, REORDERING LAZYSINGLE and TREE the run- for the cases 43, 48, 56 and 59 where all strategies return
time (in seconds) and the size of the resulting decompasitidecompositions of equal size. Compared to the strategies ot
are given; the smallest time and smallest size in this grotipan TREE, AGGREGATION always returns a decomposition
of strategies is annotated with The number of componentswith the smallest size, except for cases 4 and 8.
according tdY y is the same for all strategies and can be found
in the TREE column. VI. APPLICATION TOOTHER DECOMPOSITION
Furthermore, we applied @GREGATION with bounds on APPROACHES
the signal number ranging from 3 to 15. In the table, we reportin this section, we discuss how the new strategies could be
values for REE, for bound 3 (column AGREGATION3) and used to improve the decomposition methods of Carmona and
bound 15 (column AGREGATION 15), and, furthermore, for Cortadella [1], [2] and Yoneda, Onda and Myers [13]. These
the bounds where the smallest size of the decomposition atiethods use the concept of Complete State Coding (CSC),
obtained (column AGREGATION BEST). For each of these, which intuitively means that it should be possible to assign
the size of the decomposition and the number of componeaetsch reachable marking of the STG a binary vector (encoding)
are given; the smallest size in this group is annotated within such a way that no two markings enabling different outputs
except for AGGREGATION BEST. The number of componentshave the same encoding; see e.g. [3].
is only meant to give a clue for the impact of aggregation; Both of these decomposition methods work roughly as
naturally, it goes down when the bound on the signal numbgilows: starting with an STG which initially has CSC, each
goes up. Additionally, for SGREGATION BEST, the bounds final component produces exactly one output and will also
are given for which the least size was obtained (or 'all’ whehave CSC. For this reason,GEREGATIONis not considered
there is no difference). in the rest of this section.
We had hoped that AGREGATION would reduce the In contrast to our decomposition method, in the method of
runtimes since it saves some reduction steps. Actually, tBarmona and Cortadella all relevant signals are determined

Using Basic as a reference point for the other strategies
somewhat problematic: it is possible (but unlikely) that



BAsIC REORDER LAzYS. TREE AGG. 3 AGG. BEST AGG 15

Nr. Name t[ Size][ t[ Size t] Size t[ Size] C[| Size] C|| Size[ C[ Best Size[ C
1| 2pp.arb.nch.03.csc °0| °131[[ °0| °131|[ °0| 455| °0| °131|10 123| 8 92| 3 7 960| 1

2| 2pp.arb.nch.03 °0| 192|| °0| °102|| °0| 530|| °0| °102|10 94| 8 77| 4] 5,6 1088 1

3| 2pp.arb.nch.06.csc 4| °179|] 3| °179 7| 847|| °0| °179|16 171 14|| 166/ 9 4 2048| 2

4| 2pp.arb.nch.06 7| 804| 2| °150 7| 818|| °0| 458|16 458|16|| 317| 6 6 8464, 2

5| 2pp.arb.nch.09.csc 58| 4939|| 17| °227|| 23| 1039|| °2| °227 22 219|20|| 214|12| 4 16384, 2

6| 2pp.arb.nch.09 71| 2398|| 30| 616|| 26| 4274|] °2| °198 22 190(20|| 185|12| 4 18432 2

7| 2pp.arb.nch.12.csc 158 3083|| 45| °275|| 73| 5933|| °6| °275| 28 267|26|| 262|16| 4 12160 3

8| 2pp.arb.nch.12 151|°3026|| 143| 3054|| 72| 5662||°12| 3610/ 28|| 3606|27|| 3204/ 10| 7 53632 3

9| 2pp.wk.03.csc °0| ©°48|[ °0| ©°48|[ °0| ©°48]| °0| °48| 7 «40| 5 40| 3| 3,4 128| 1

10| 2pp.wk.03 °0| ©°52[[ °0| ©°52[[ °0| ©°52|] °0| °52| 7 44| 5 44| 5 3 160| 1
11| 2pp.wk.06.csc 1| °96 1| °96 2| °96|| °0| ©°96|13 «88[11 88| 6| 3,4 8192 1
12| 2pp.wk.06 1| °100(| 1| °100 2| °100(| °0| °100|13 092[11 92| 6| 3,4 |[/10240 1
13| 2pp.wk.09.csc 14| °144| 11| °144|| 14| °144|| °2| °144|19|| ,136|17|| 136/ 9| 3,4 4608| 2
14| 2pp.wk.09 11| °148|| 7| °148|| 11| °148|| °1| °148|19|| .140|17|| 140/17 3 5632 2
15| 2pp.wk.12.csc 151 °192|| 72| °192||112| °192||°32| °192|25|| ,184|23|| 184|14| 3,4 || 36864 2
16| 2pp.wk.12 120 °196(| 37| °196|| 79| °196||°26| °196 25|| ,188|23|| 188|14| 3,4 || 45056 2
17| 3pp.arb.nch.03.csc 5| 939|] 1| °321 2| 2093|| °0| °321|14 309|11|| 273] 5 7 2248| 2
18| 3pp.arb.nch.03 13| 878| 2| 344 3| 1906|| °0| °254|14 250|13|| 172| 5| 7,8 1152 2
19| 3pp.arb.nch.06.csc 15| ©393|| 12| °393|| 24| 2025|| °1| °393|23|| ,381|20|| 381|14| 3,4 |/ 18688 2
20| 3pp.arb.nch.06 19| ©278|| 14| °278|| 28| 1910|| °1| °278|23|| «266|20|| 266|14| 3,4 || 19456 2
21| 3pp.arb.nch.09.csc 187| 6161|| 52| °465| 69| 2181|| °4| °465/32|| ,453|29|| 453|19| 3,4 || 14536 4
22| 3pp.arb.nch.09 281|13198|| 149| 6046|| 71| 5006|| °4| °350|32| 338|29| 338[19| 3,4 || 14560 4
23| 3pp.arb.nch.12.csc 627| 7289||156| °537||212|20347|| °14| °537|41|| «525|38|| 525|25| 3,4 || 24776 4
24| 3pp.arb.nch.12 632| 7142||566| 7174||229|13970|| °15| °422|41|| ,410|38|| 410{25| 3,4 || 11904 5
25| 3pp.wk.03.csc 1| °76|| °0| °76 1| °v76|| °0| °76/10 64| 7 64| 4| 3-5 1024| 1
26| 3pp.wk.03 °0| ©°90|| °0| ©°90|| °0| ©°90|| °0| ©°90|10 o /8| 7 78| 7 3 1664 1
27| 3pp.wk.06.csc 14| ©148|| 12| °148|| 21| °148|| °1| °148/19|| ,136|16|| 136/10| 3,4 || 10752 2
28| 3pp.wk.06 7| °162|| 5| °162|| 11| °162|| °0| °162|19|| ,150|16|| 150/16| 3 16128 2
29| 3pp.wk.09.csc 66| ©°220|| 55| ©°220(| 87| °©220||°11| °220 28| ,208|25|| 208|15| 3, 4 9728| 3
30| 3pp.wk.09 41| ©234|| 25| ©234|| 53| °234|| °5| °234|28|| 4222|25|| 222|25] 3 15104, 3
31| dup.4.phase.data.pull.1 50| 878|| 46| °789|/°10| 833||°10| 860 15 860| 15|| 370 5| 14, 15|| 4370/ 5
32| dup.4.phase.data.pull.2 54| 900|| 47| °799|| 12| 837|[°11| 887 15 887|15|| 384| 5| 15 384 5
33| dup.4.phase.data.pull.3 56| 904|| 50| °747|| 12| 824[|°11| 88315 883|15|| 394| 5| 15 «394| 5
34| dup.4.phase.data.pull.master.3|| 43| 787|| 28| 610 8| °550(| °5| 590|16 590|16|| 318| 6|13 - 15|| 318 6
35| dup.4.phase.data.pull.master.4l| 16| 531|| 15| 516 4| 527|| °3| °471|11 471 11| 249| 4| 14, 15|| 4249 4
36| dup.4.phase.data.pull.master.4|| 34| 760|| 25| 632 6| 627| °4| °510(13 510(13|| 304| 5| 14, 15|| 304 5
37| dup.4.phase.data.pull.slave.3 47| 880|| 30| °574|| 9| 729|| °5| 649|16 649|16|| 297| 5| 15 297| 5
38| dup.4ph.csc 55| 900|| 48| °799|| 12| 837||°10| 887 15 887|15|| 384| 5| 15 384 5
39| dup.4ph 51| 878|| 46| °789|| 11| 833|[°10| 860 15 860| 15|| 370 5| 14, 15|| 4370/ 5
40| dup.4ph.mtr.csc 43| 787|| 28| 610 8| °550(| °5| 590|16 590|16|| 318| 6|13 - 15|| ,318| 6
41| dup.4ph.mtr 16| 531|| 15| 516 5| 527|| °3| °471|11 47111 249| 4| 14, 15|| 249 4
42| dup.master.mod.1 37| 962|| 27| 709|| 13| 844[] °7| °700 10 700|10|| 327| 3| 15 e327| 3
43| dup.master.mod.1.untog 46| °1115|| 40|°1115|| °6|°1115|| 27|¢1115| 5|| 1115 5|| 1115 5| all «1115| 5
44| dup.master.mod.2 22| 724|| 16| 598 7| 600[| °5] °594| 9 594| 9| 324| 3| 14, 15|| 324 3
45| dup.master.mod.2.untog 17| 770|| 15| 755 8| 755|| °7| °731| 6 731| 6| 580| 4| 15 «580| 4
46| dup.master.mod.3.1 71| 1247|| 43| 1166|| 16|°1150( °15| 1151 11|| 1151|11|| 566 4| 15 «566| 4
47| dup.master.mod.3.3 91| 1088|| 38| °840|| 18| 978[[°13| 880 11 880|11|| 340| 3| 15 340 3
48| dup.master.mod.3.3.untog 34| °968|| 27| °968|| °9| °968|| 19| 7968 5| ,968| 5| 968 5| all «968| 5
49| dup.master.mod.3.4 116 1568|| 73| 1043|| 41| 1202||°21|°1013|14|| 1013|14|| 485| 6| 15 +485| 6
50| dup.master.mod.3.5 201| 1704(|106|°1136|| 48| 1187||°22| 1186|15|| 1186|15| 837| 9| 15 #837| 9
51| dup.master.mod.3.6.1 213| 1653||106| 1126|| 48| 1175||°23|°1094|15(|| 1094|15|| 691| 8| 15 691 8
52| dup.master.mod.3.6 202| 1685||105/°1136|| 48| 1187||°22| 1186|15|| 1186|15|| 838| 9| 15 «838| 9
53| dup.master.mod.3.7 233| 1873||152| 1657|| 60| 1373||°30(|°1286|16(|| 1286|16|| 895/10| 15 «895|10
54| dup.master.mod.3.8 235| 1855||152| 1639|| 56| 1363||°32|°1306|16|| 1306|16|| 898|10| 15 +898|10
55| dup.master.mod.3 72| 1083|| 37| °845|| 16| 952([°11| 865 11 865|11|| 420| 4| 15 «420| 4
56 | dup.master.mod.3.untog 49(°1004|| 27|°1004|| °7|°1004|| 20|¢1004| 5| ,1004| 5|/ 1004 5| all +1004| 5
57| dup.mtr.mod.csc 201| 1704||106|°1136|| 49| 1187||°23| 1186|15|| 1186|15|| 837| 9| 15 837 9
58| dup.mtr.mod 37| 962|| 27| 709|| 13| 844[] °7| °700 10 700|10|| 327| 3| 15 «327| 3
59| dup.mtr.mod.untog 46| °1115|| 40(|°1115|| °7|°1115|| 27|¢1115| 5|| 1115 5|/ 1115/ 5| all «1115[ 5

TABLE |
RESULTS OF THE BENCHMARKS

For BAsiC, REORDERING LAzYSINGLE and TREE the runtime (in seconds) and the size of the resulting decaitigrosire given; the smallest time and
smallest size in this group of strategies are annotated avith
For TREE, AGGREGATION 3, AGGREGATION BEST and AGGREGATION 15 the size of the decomposition and the number of componentsegr;ghe
smallest size in this group is annotated wsthAdditionally, for AGGREGATION BEST, the bounds are given for which the least size was obtaineti{d
when there is no difference).



before reduction: starting with the syntactical triggénseger The idea is to interleave this building process with decom-
linear programming problems are solved to repeatedly agdsition itself — including postponing — in order to get a
additional relevant signals until CSC can be guaranteed foetter decomposition tree.

this component.

When these signals are determined, all other ones )
lambdarised and a restricted subset of our reduction dpesat
is applied. If there are non-contractible dummy transgion
they are removed later in the reachability graph with autama
theoretic methods. As a consequence backtracking is

needed for this method, a_md thereforeay SINGLE and contracted.) Nevertheless, profiling runs showed thasiD

LAzyMuLTi cannot be applied. spends about 60% of its runtime on this task. Improving this
On the other hand, BORDERING can be used to acceleratgy gy technical part of BsiJ would surely improve the overall

the reduction of the final component. Furthermore it might B, <o ance.

possible to contract more dummy transitions, which is not asp;qe important, for the time being ©51J looks only for

crucial as for our method, but can help to generate a smalley .aiiedshortcut places8], [10] which are a subclass of

reachability graph. _ _ ~ redundant places. Improving this more algorithmic part of
TREE can also be applied, and since postponing is NPfes, would reduce backtracking (since undetected redundant

needed (as backtracking is not needed), the hopefully @ptinyjaces can prevent secure transition contractions) amefftire

pre-calculated decomposition tree will not be changedndurijmprove runtime and quality of the components.
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also start with components correspondindltq and perform
reduction similar to our reduction operations. If the résgl . _
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possibilities to improve performance. EspeciallReE and g‘p'r-iﬁ;t‘rrefg‘;g Petri Nets |; Basic Modelser. LNCS 1491, 309-373.
AGGREGATIONIN combination with RORDERINGturned out [11] w. vogler and B. Kangsah, “Improved decomposition of sigransition

to be an excellent strategy for saving time and memory. graphs,” in ACSD 2005 2005, pp. 244-253, full version available:

. . . . ) _ www/forschung/reports/vogler04.
As mentioned in Section V-C, the pre-calculated decompB.Z] W. Vogler and R. Wollowski, “Decomposition in asynchoars circuit

sition tree is not necessarily optimal for the final compdsgn design,” inConcurrency and Hardware Desigser. Lect. Notes Comp.
since signals might be moved from nodes to their childre[n.] Sci. 254(?, J. Cort%dellat :I., Eds., 152—190h8pringfer, ZO%ZIO.'Emd

: o i : ; ; _ 13] T. Yoneda, H. Onda, and C. Myers, “Synthesis of spee@peddent
FUtur_e work in tr_"S_ direction will be_to ConSId_er the top-dow circuits based on decomposition,” ASYNC 2004 |EEE Computer
algorithm for building preset trees in [6]. This strateggrit Society Press, 2004, pp. 135-145.
at the root node — as the tree decomposition does — and

adds branches iteratively to the tree.

Another possibility for optimisation is to improve the dete
Sh of redundant places. £31J does not look for redundant
places after every single transition contraction, but amhen
none of the remaining divining transitions can be contiécte
and also before the final components are returned. (In the
?&Imer case, it is checked again if the transitions can be
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