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Opportunistic	  High-‐throughput	  cluster
• Using	  collections	  of	  distributed	  workstations	  and/or	  
dedicated	  clusters	  as	  a	  distributed	  high-‐throughput	  
computing	  (HTC)	  facility
– manages	  both	  resources	  (machines)	  and	  requests	  (tasks)
– Often	  used	  to	  exploit	  existing	  computing	  facilities
– Resilient	  architecture

• If	  a	  task	  fails	  to	  complete	  on	  one	  resource	  it	  will	  be	  reallocated	  to	  a	  
different	  resource
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Motivation
• We	  have	  run	  a	  high-‐throughput	  cluster	  for	  ~6	  years
– Allowing	  many	  researchers	  to	  perform	  more	  work	  quicker

• Newcastle	  University	  has	  strong	  desire	  to	  reduce	  energy	  
consumption	  and	  reduce	  CO2 production
– Currently	  powering	  down	  computer	  & buying	  low	  power	  PCs
– “If	  a	  computer	  is	  not	  ‘working’	  it	  should	  be	  powered	  down”

• Can	  we	  go	  further	  to	  reduce	  wasted	  energy?
– Reduce	  time	  computers	  spend	  running	  work	  which	  does	  not	  
complete

– Prevent	  re-‐submission	  of	  ‘bad’	  jobs
– Reduce	  the	  number	  of	  resubmissions	  for	  ‘good’	  jobs

• Aims
– Investigate policy for reducing energy consumption
– Determine the impact on high-‐throughputusers

Motivation



Motivation Policy	  and	  Simulation ConclusionSimulation	  System

Cluster	  Simulation
• High	  Level	  Simulation	  of	  a	  HTC	  system
– Trace	  logs	  from	  a	  twelve	  month	  period	  are	  used	  as	  
input
• User	  Logins	  /	  Logouts	  (computer	  used)
• Condor	  Job	  Submission	  times	  (‘good’/’bad’	  and	  duration)

Simulation	  System
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different rooms, each room having its own opening hours.
These hours vary between clusters that are predominantly for
teaching purposes and open during teaching hours (normally
9am till 5pm) through to 24-hour access computer clusters.
The location of clusters has a significant impact on through-
put of interactive users. From clusters buried deep within a
particular school to those within busy thoroughfares such as
the University Library.

Computers within the clusters are replaced on a five year
rolling programme with computers falling into one of three
broad categories as outlined in Table I. PCs within a cluster
are provisioned at the same time and will contain equivalent
computing resources. Thus there is a wide variance between
clusters within the University but no variance within them.

Whilst we expect casual use to migrate onto user owned
portable devices and virtual desktops, the demand for
compute/graphics intensive workstations running high-end
software is, if anything, increasing. Further, these high-
end applications are unlikely to migrate to virtual desktops
or user owned devices due to hardware requirements and
licensing conditions, so we expect to need to maintain a
pool of hardware that will be useful for Condor for some
time.

PUE values have been assigned at the cluster level with
values in the range of 0.9 to 1.4. These values have not been
empirically evaluated but used here to steer jobs. In most
cases the cluster rooms have a low enough computer density
not to require cooling giving these clusters a PUE value of
1.0. However, two clusters are located in rooms that require
air conditioning, giving these a PUE of 1.4. Likewise, four
clusters are based in a basement room, which is cold all
year round; hence computer heat is used to offset heating
requirements for the room, giving a PUE value of 0.9.

By default computers within the cluster will enter the
sleep state after a given interval of inactivity. This time will
depend on whether the cluster is open or not. During open
hours computers will remain in the idle state for one hour
before entering the sleep state whilst outside of these hours
the idle interval before sleep is reduced to 15 minutes. This
policy (P2) was originally trialled under Windows XP where
the time for computers to resume from the shutdown state
was considerable (sleep was an unreliable option for our
environment). Likewise the time interval before a Condor
job could start using a computer (M1) was set to be 15
minutes during cluster opening hours and 0 minutes outside

Table I: Computer Types

Type Cores Speed Power Consumption
Active Idle Sleep

Normal 2 ⇠3Ghz 57W 40W 2W
High End 4 ⇠3Ghz 114W 67W 3W
Legacy 2 ⇠2Ghz 100-180W 50-80W 4W
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Figure 3: Interactive user logins showing seasonality

of opening hours. The latter was possible as computers
would only have their states changed at these times due to
Condor waking them up or a scheduled reboot.

The simulation is based on trace logs generated from
interactive user logins and Condor execution logs for 2010.
Figure 3 illustrates the interactive logins for this period
showing the high degree of seasonality within the data. It
is easy to distinguish between week and weekends as well
as where the three terms lie along with the vacations. This
represents 1,229,820 interactive uses of the computers.

Figure 4 depicts the profile for the 532,467 job submis-
sions made to Condor during this period. As can be seen
the job submissions follow no clearly definable pattern. Note
that out of these submissions 131,909 were later killed by the
original Condor user. In order to simulate these killed jobs
the simulation assumes that these will be non-terminating
jobs and will keep on submitting them to resources until the
time at which the high-throughput user terminates them. The
graph is clipped on Thursday 03/06/2010 as this date had
93,000 job submissions.

For the simulations we will report on the total power
consumed (in MWh) for the period. In order to determine
the effect on high-throughput users of a policy we will also
report the average overhead observed by jobs submitted to
Condor (in seconds). Where overhead is defined to be the
amount of time in excess of the execution duration of the job.
Other statistics will be reported as appropriate for particular
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Figure 4: Condor job submission profile
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Cluster	  Simulation
• Jobs	  can	  be	  in	  many	  states
– Each	  having	  energy	  and	  performance	  impacts
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different rooms, each room having its own opening hours.
These hours vary between clusters that are predominantly for
teaching purposes and open during teaching hours (normally
9am till 5pm) through to 24-hour access computer clusters.
The location of clusters has a significant impact on through-
put of interactive users. From clusters buried deep within a
particular school to those within busy thoroughfares such as
the University Library.

Computers within the clusters are replaced on a five year
rolling programme with computers falling into one of three
broad categories as outlined in Table I. PCs within a cluster
are provisioned at the same time and will contain equivalent
computing resources. Thus there is a wide variance between
clusters within the University but no variance within them.

Whilst we expect casual use to migrate onto user owned
portable devices and virtual desktops, the demand for
compute/graphics intensive workstations running high-end
software is, if anything, increasing. Further, these high-
end applications are unlikely to migrate to virtual desktops
or user owned devices due to hardware requirements and
licensing conditions, so we expect to need to maintain a
pool of hardware that will be useful for Condor for some
time.

PUE values have been assigned at the cluster level with
values in the range of 0.9 to 1.4. These values have not been
empirically evaluated but used here to steer jobs. In most
cases the cluster rooms have a low enough computer density
not to require cooling giving these clusters a PUE value of
1.0. However, two clusters are located in rooms that require
air conditioning, giving these a PUE of 1.4. Likewise, four
clusters are based in a basement room, which is cold all
year round; hence computer heat is used to offset heating
requirements for the room, giving a PUE value of 0.9.

By default computers within the cluster will enter the
sleep state after a given interval of inactivity. This time will
depend on whether the cluster is open or not. During open
hours computers will remain in the idle state for one hour
before entering the sleep state whilst outside of these hours
the idle interval before sleep is reduced to 15 minutes. This
policy (P2) was originally trialled under Windows XP where
the time for computers to resume from the shutdown state
was considerable (sleep was an unreliable option for our
environment). Likewise the time interval before a Condor
job could start using a computer (M1) was set to be 15
minutes during cluster opening hours and 0 minutes outside

Table I: Computer Types

Type Cores Speed Power Consumption
Active Idle Sleep

Normal 2 ⇠3Ghz 57W 40W 2W
High End 4 ⇠3Ghz 114W 67W 3W
Legacy 2 ⇠2Ghz 100-180W 50-80W 4W
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of opening hours. The latter was possible as computers
would only have their states changed at these times due to
Condor waking them up or a scheduled reboot.

The simulation is based on trace logs generated from
interactive user logins and Condor execution logs for 2010.
Figure 3 illustrates the interactive logins for this period
showing the high degree of seasonality within the data. It
is easy to distinguish between week and weekends as well
as where the three terms lie along with the vacations. This
represents 1,229,820 interactive uses of the computers.

Figure 4 depicts the profile for the 532,467 job submis-
sions made to Condor during this period. As can be seen
the job submissions follow no clearly definable pattern. Note
that out of these submissions 131,909 were later killed by the
original Condor user. In order to simulate these killed jobs
the simulation assumes that these will be non-terminating
jobs and will keep on submitting them to resources until the
time at which the high-throughput user terminates them. The
graph is clipped on Thursday 03/06/2010 as this date had
93,000 job submissions.

For the simulations we will report on the total power
consumed (in MWh) for the period. In order to determine
the effect on high-throughput users of a policy we will also
report the average overhead observed by jobs submitted to
Condor (in seconds). Where overhead is defined to be the
amount of time in excess of the execution duration of the job.
Other statistics will be reported as appropriate for particular
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Figure 4: Condor job submission profile
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Condor	  At	  Newcastle

• Comprises	  of	  ~1300	  open-‐access	  computers	  
based	  around	  campus	  in	  35	  ‘clusters’	  

• All	  computers	  at	  least	  dual	  core,	  moving	  to	  
quad	  /	  8	  core

Job	  Submissions User	  Logins

Policy	  and	  Simulation
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Cluster	  Locations
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Policies	  For	  Saving	  Energy

• Selection	  of	  computer
• Started	  with	  simple	  Heuristics
– S1:	  Random
– S2:	  Most	  energy	  efficient	  computer
– S3:	  Least	  interactive	  user	  activity
– S4:	  Target	  closed	  clusters
– S5:	  Less-‐used	  clusters

• More	  recent	  Heuristics
– S6:	  Most	  likely	  to	  be	  idle	  computer	  based	  on	  
monitoring	  of	  user	  activity	  over	  a	  window	  of	  recent	  
activity

Policy	  and	  Simulation



Motivation Policy	  and	  Simulation ConclusionSimulation	  System

Policies	  For	  Saving	  Energy

• Can	  reduce	  energy	  consumption
– By	  about	  30%
–Without	  significant	  impact	  on	  overheads

• But	  can	  we	  do	  better?

Policy	  and	  Simulation
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Fig. 5. HTCondor workload trace for 2010

is configurable in HTCondor) and the jobs are ordered by
completion rather than submission time. In order to overcome
the former a regular capture of the history can be performed,
however, this may lead to duplicates. To solve this and the
ordering of records we have produced a tool which orders jobs
by submission time and removes duplicates. The simulation
itself is then able to read the processed HTCondor log directly
through an HTCondor translator.

Figure 5 illustrates the number of jobs submitted each day
during 2010. In total 561,851 jobs were submitted, with a
mean job submission rate of 1,454 jobs per day. There is no
clearly visible pattern to this trace log.

Furthermore, since December 2012 we have extend our
data collection to include event logs which include additional
information including periodic memory and disk utilisation
information throughout a jobs execution, and complete logs
for resource re-allocation, suspension and checkpointing. This
fine-grained event logging is typically only provided to the
submitting user of a job, but centralised collection of this
data may be enabled by including the following options in
an HTCondor configuration.

EVENT_LOG = /some/file/path
EVENT_LOG_USE_XML = True
EVENT_LOG_MAX_SIZE = 52428800
EVENT_LOG_MAX_ROTATIONS = 3

The HTCondor log files comprising our dataset were col-
lected using Condor v6.6, but our simulation remains compat-
ible with current versions of HTCondor (currently v8.1.6).

To facilitate the sharing of HTCondor traces across organ-
isational boundaries, we provide tooling support to automat-
ically sanitise logs obtained from running systems, removing
sensitive or personally identifiable information. Fields such as
job owner and executable name are replaced with hashes to
facilitate more detailed analysis of workload traces.

E. Example policies: Energy-aware resource allocation

Here we demonstrate the use of HTC-Sim by evaluating
a class of energy-efficient resource allocation strategies. The
efficacy of these policies is measured in terms of their impact
both on average job overhead and total energy consumption.

S1: HTCondor default: random resource selection favouring
powered up computers.

S2: Target the most energy efficient computers.

S3(i): Target computers with the least interactive user activ-
ity, ranked by; a) largest average inter-user interval, b) smallest
number of interactive users.

S4: Target clusters closed for use by interactive users.
S5(i): Target less used clusters, ranked by; a) smallest total

interactive user duration, b) smallest mean interactive user
duration.

S6: A policy observing the number of interactive user
arrivals to each cluster across a sliding window of � minutes,
with arriving jobs allocated to resources ordered by availabil-
ity. This policy may be expressed as:

min
c2C

n

|Ec,t,�|
o

(2)

where Ec,t,� is the set of interactive user sessions starting in
cluster c during the time frame [t ��, t), C is the set of all
clusters and t is the current time.
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Fig. 6. Overhead results from exemplar policy
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Fig. 7. Energy consumption results from exemplar policy

Figure 6 shows the average overheads for the previously
define policies. Policy S3 has a large detrimental impact on
overheads of jobs whilst all other policies have little impact
– with S2, S5(b) and S6 having slightly lower overheads.
We observe that policy S6 is capable of achieving savings
comparable with S5 which assumes perfect knowledge, with
sliding window size having little impact. Figure 7 shows that
the energy is lowest for policy S2 (target energy efficient
computers), making this the best policy to use.
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is configurable in HTCondor) and the jobs are ordered by
completion rather than submission time. In order to overcome
the former a regular capture of the history can be performed,
however, this may lead to duplicates. To solve this and the
ordering of records we have produced a tool which orders jobs
by submission time and removes duplicates. The simulation
itself is then able to read the processed HTCondor log directly
through an HTCondor translator.

Figure 5 illustrates the number of jobs submitted each day
during 2010. In total 561,851 jobs were submitted, with a
mean job submission rate of 1,454 jobs per day. There is no
clearly visible pattern to this trace log.

Furthermore, since December 2012 we have extend our
data collection to include event logs which include additional
information including periodic memory and disk utilisation
information throughout a jobs execution, and complete logs
for resource re-allocation, suspension and checkpointing. This
fine-grained event logging is typically only provided to the
submitting user of a job, but centralised collection of this
data may be enabled by including the following options in
an HTCondor configuration.

EVENT_LOG = /some/file/path
EVENT_LOG_USE_XML = True
EVENT_LOG_MAX_SIZE = 52428800
EVENT_LOG_MAX_ROTATIONS = 3

The HTCondor log files comprising our dataset were col-
lected using Condor v6.6, but our simulation remains compat-
ible with current versions of HTCondor (currently v8.1.6).

To facilitate the sharing of HTCondor traces across organ-
isational boundaries, we provide tooling support to automat-
ically sanitise logs obtained from running systems, removing
sensitive or personally identifiable information. Fields such as
job owner and executable name are replaced with hashes to
facilitate more detailed analysis of workload traces.

E. Example policies: Energy-aware resource allocation

Here we demonstrate the use of HTC-Sim by evaluating
a class of energy-efficient resource allocation strategies. The
efficacy of these policies is measured in terms of their impact
both on average job overhead and total energy consumption.

S1: HTCondor default: random resource selection favouring
powered up computers.

S2: Target the most energy efficient computers.

S3(i): Target computers with the least interactive user activ-
ity, ranked by; a) largest average inter-user interval, b) smallest
number of interactive users.

S4: Target clusters closed for use by interactive users.
S5(i): Target less used clusters, ranked by; a) smallest total

interactive user duration, b) smallest mean interactive user
duration.

S6: A policy observing the number of interactive user
arrivals to each cluster across a sliding window of � minutes,
with arriving jobs allocated to resources ordered by availabil-
ity. This policy may be expressed as:

min
c2C

n

|Ec,t,�|
o

(2)

where Ec,t,� is the set of interactive user sessions starting in
cluster c during the time frame [t ��, t), C is the set of all
clusters and t is the current time.
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Fig. 7. Energy consumption results from exemplar policy

Figure 6 shows the average overheads for the previously
define policies. Policy S3 has a large detrimental impact on
overheads of jobs whilst all other policies have little impact
– with S2, S5(b) and S6 having slightly lower overheads.
We observe that policy S6 is capable of achieving savings
comparable with S5 which assumes perfect knowledge, with
sliding window size having little impact. Figure 7 shows that
the energy is lowest for policy S2 (target energy efficient
computers), making this the best policy to use.
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n reallocation	  policies
• Stop	  trying	  tasks	  after	  a	  number	  of	  resubmission	  
attempts
– N1(n):	  Abandon	  task	  if	  deallocated n	  times.
– N2(n):	  Abandon	  task	  if	  deallocated n times	  ignoring	  
interactive	  users.

– N3(n):	  Abandon	  task	  if	  deallocated n times	  ignoring	  
planned	  machine	  reboots.

– C1:	  Tasks	  allocated	  to	  resources	  at	  random,	  favouring
awake	  resources

– C2:	  Target	  less	  used	  computers	  (longer	  idle	  times)
– C3:	  Tasks	  are	  allocated	  to	  computers	  in	  clusters	  with	  
least	  amount	  of	  time	  used	  by	  interactive	  users

Policy	  and	  Simulation
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n reallocation	  policies
• Best	  policy	  N2	  abandon	  after	  n	  retries	  

ignoring	  user	  based	  evictions
• Energy	  saved	  ~37%
• But	  now	  we	  can	  have	  many	  ‘good’	  jobs	  

which	  are	  killed	  due	  to	  bad	  luck
– Can	  still	  run	  all	  good	  jobs	  by	  having	  

dedicated	  resources
– Brings	  energy	  saving	  back	  to	  30%

• Can	  we	  do	  better?

Policy	  and	  Simulation
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Figure 7. Policy : Exponential

The policy of dedicated resources D(m, d) is explored in
Figures 9(a), 9(b) and 9(c). There is a significant advan-
tage here for energy in keeping the number of retries (n)
low the other factors (dedicated resources and maximum
dedicated time) have relatively small impact on the energy
consumed increasing as the maximum run time increases
on the dedicated resources. Only the maximum dedicated
time has an impact on the number of good tasks killed.
A dedicated maximum execution time of ⇠90 hours then
allows for zero ‘good’ task terminations with little effect on
the overall overheads. Though the overheads are in general
poor. Note that dedicated resources are assumed to use the

same energy as our top-end computers.
Accrued policy A1, A2 and A3 are explored in Figures

10(a), 10(b) and 10(c). Low accrued times offer lower energy
consumption at the expense of ‘good’ tasks killed. Apart
from combination A3,C2 there is no significant advantage
in selecting an accrued total over ⇠40 hours.

The percentile policies depicted in Figures 11(a), 11(b)
and 11(c) show that the consumed energy comes down to
an equivalent level as the other polices, however, only as
the percentile tends to 100% do the number of ‘good’ tasks
terminated reduce significantly. In order to get benefit from
using policy P2 the percentile needs to be almost exactly
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The policy of dedicated resources D(m, d) is explored in
Figures 9(a), 9(b) and 9(c). There is a significant advan-
tage here for energy in keeping the number of retries (n)
low the other factors (dedicated resources and maximum
dedicated time) have relatively small impact on the energy
consumed increasing as the maximum run time increases
on the dedicated resources. Only the maximum dedicated
time has an impact on the number of good tasks killed.
A dedicated maximum execution time of ⇠90 hours then
allows for zero ‘good’ task terminations with little effect on
the overall overheads. Though the overheads are in general
poor. Note that dedicated resources are assumed to use the

same energy as our top-end computers.
Accrued policy A1, A2 and A3 are explored in Figures

10(a), 10(b) and 10(c). Low accrued times offer lower energy
consumption at the expense of ‘good’ tasks killed. Apart
from combination A3,C2 there is no significant advantage
in selecting an accrued total over ⇠40 hours.

The percentile policies depicted in Figures 11(a), 11(b)
and 11(c) show that the consumed energy comes down to
an equivalent level as the other polices, however, only as
the percentile tends to 100% do the number of ‘good’ tasks
terminated reduce significantly. In order to get benefit from
using policy P2 the percentile needs to be almost exactly
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The policy of dedicated resources D(m, d) is explored in
Figures 9(a), 9(b) and 9(c). There is a significant advan-
tage here for energy in keeping the number of retries (n)
low the other factors (dedicated resources and maximum
dedicated time) have relatively small impact on the energy
consumed increasing as the maximum run time increases
on the dedicated resources. Only the maximum dedicated
time has an impact on the number of good tasks killed.
A dedicated maximum execution time of ⇠90 hours then
allows for zero ‘good’ task terminations with little effect on
the overall overheads. Though the overheads are in general
poor. Note that dedicated resources are assumed to use the

same energy as our top-end computers.
Accrued policy A1, A2 and A3 are explored in Figures

10(a), 10(b) and 10(c). Low accrued times offer lower energy
consumption at the expense of ‘good’ tasks killed. Apart
from combination A3,C2 there is no significant advantage
in selecting an accrued total over ⇠40 hours.

The percentile policies depicted in Figures 11(a), 11(b)
and 11(c) show that the consumed energy comes down to
an equivalent level as the other polices, however, only as
the percentile tends to 100% do the number of ‘good’ tasks
terminated reduce significantly. In order to get benefit from
using policy P2 the percentile needs to be almost exactly
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Figure 12: Comparison of the overheads for the di↵erent RL approaches
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Figure 13: Comparison of the energy consumed for the di↵erent RL approaches

consumption here reducing it by ˜36MWh (30%).620

In all cases the dominant energy usage is on wasted work. However, this is

still significantly reduced in comparison to the non-RL approach, ranging from

˜5MWh (4%) for the system level approach to ˜51MWh (42%) for the best

energy cluster approach. By contrast the good energy reduction varies between

˜12MWh (10%) for the cluster approach and ˜0.3MWh (0.2%) for the system625

level approach.

Thus if our primary concern is saving energy we should adopt a cluster

approach. Whilst for minimising overheads we should choose the computer

level approach. If we wish to maintain the overheads seen in our current system

we should use the cluster level approach. In general the system level approach630

29

• Use	  Reinforcement	  learning	  to	  identify	  best	  resources	  to	  use
– Or	  not	  to	  run	  a	  job

at	  all
• Can	  save	  between	  30%

and	  53%	  of	  the	  energy
– 53%	  by	  doubling	  
overhead

• No	  good	  jobs	  lost
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Scalability	  of	  the	  Simulation
Policy	  and	  Simulation

• Simulation	  performance	  is	  linear	  with	  increase	  in	  
number	  of	  jobs
– Slight	  increase	  at	  ~6M	  jobs
– Consequence	  of	  memory	  allocation
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Fig. 8. Maximum memory footprint

V. PERFORMANCE EVALUATION

Here we evaluate the performance of our simulation soft-
ware and justify its applicability to arbitrary sized HTC data
sets. We evaluate this in terms of the wall-clock time to run the
simulation and the maximum memory footprint. The timing
for a simulation and the memory footprint will be a direct
consequence of the policy set being evaluated. For example a
simulation such as S6 which holds a sliding window of prior
user logins will require more memory to maintain this set
along with more time to process the set than a simulation based
solely on random resource selection. We therefore present
figures here for simulations based on policy S1.

Each simulation was run on a machine with an Intel
Core i7 860 2.80GHz processor with 4GB RAM and 500GB
7,200RPM Western Digital Blue hard drive, running the Fe-
dora 19 operating system. Results are based on ten simulation
runs using different machines to reduce random effects.

Running our real historical trace log of HTCondor workload
requires an average of 3:03 minutes. Running the simulation
without the HTCondor requires 2:06 minutes, whist running
without interactive users (representing a dedicated cluster)
requires 1:13 minutes. Note that you cannot just sum these
two times to give the overall simulation time due to simula-
tion book-keeping and the processing of cluster events such
as computer reboots and clusters opening and closing. The
memory footprint for these simulations are 802MB, 750MB
and 795MB respectively. The higher memory footprint from
the HTCondor only simulation most likely a consequence of
the larger ClassAds log file.

In order to evaluate the scalability of our simulation soft-
ware we investigate the execution time and memory footprint
when running larger (synthetic) workloads [25] – over ten
times our real workload (⇠six million jobs). Figures 8 and 9
show the memory footprint and execution times respectively
for both our original simulation and synthetic trace logs. In
both cases the memory / time increases linearly with workload
indicating the simulation scales well with workload. The only
exception to this is the execution time for the largest synthetic
workload. However, as this requires a memory footprint close
to the normal Java memory allocation this is likely to be a
consequence of aggressive garbage collection.
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Fig. 9. Execution time

VI. PRIOR USE OF HTC-SIM

We have been developing HTC-Sim for three years, using it
as a tool in order to evaluate the power-consumption of HTC
workload based at Newcastle University. Initial work [25]
investigated different resource selection algorithms, simple
polices to deal with jobs which are repeatedly evicted from
resources and cluster-based polices for determining when
computers should be sent to sleep.

The most significant energy consumption within a Desktop
Grid HTC cluster is normally owing to jobs which are evicted
due to interactive users taking control back from a resource
running a job. When jobs were evicted we called them miscre-
ant jobs. As such we used HTC-Sim to evaluate a number of
polices to reduce wasted energy in these circumstances [27].
We evaluated miscreant policies based on last execution time,
total number of evictions and the reasons for job eviction.
This lead to a potential saving of 50% of the energy for a
HTC cluster when only considering evictions due to resource
reboots. As this still left significant energy consumption for
miscreant jobs we are now evaluating two different approaches
to energy saving – those of checkpointing and migration of
jobs to different resources and more intelligent job placement
using Reinforcement Learning [32].

Checkpoint and Migration allows the current state of a run-
ning job to be stored and the job to resume execution from that
point. In the case where a job is evicted by interactive user this
saves both execution time as the jobs need not restart from the
beginning but also energy as effort is not expended repeating
the previously performed work. However, careful balancing is
required in order to determine how often checkpointing should
be performed as too many checkpoints will waste time and
energy in performing the checkpoints which will not be used
– including time and energy required to move checkpoints to
a new resource, whilst too few checkpoints will require more
work to be repeated – re-doing the work performed between
the last checkpoint and the point of eviction [28].

Significant energy can be saved by placing work onto a
resource which will not be used by an interactive user before
the job completes. However, this is not possible to compute
a priori as the times when an interactive user will login
nor the execution times for jobs can be known at the time
of resource selection. Analysis of interactive user trace logs
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Fig. 8. Maximum memory footprint

V. PERFORMANCE EVALUATION

Here we evaluate the performance of our simulation soft-
ware and justify its applicability to arbitrary sized HTC data
sets. We evaluate this in terms of the wall-clock time to run the
simulation and the maximum memory footprint. The timing
for a simulation and the memory footprint will be a direct
consequence of the policy set being evaluated. For example a
simulation such as S6 which holds a sliding window of prior
user logins will require more memory to maintain this set
along with more time to process the set than a simulation based
solely on random resource selection. We therefore present
figures here for simulations based on policy S1.

Each simulation was run on a machine with an Intel
Core i7 860 2.80GHz processor with 4GB RAM and 500GB
7,200RPM Western Digital Blue hard drive, running the Fe-
dora 19 operating system. Results are based on ten simulation
runs using different machines to reduce random effects.

Running our real historical trace log of HTCondor workload
requires an average of 3:03 minutes. Running the simulation
without the HTCondor requires 2:06 minutes, whist running
without interactive users (representing a dedicated cluster)
requires 1:13 minutes. Note that you cannot just sum these
two times to give the overall simulation time due to simula-
tion book-keeping and the processing of cluster events such
as computer reboots and clusters opening and closing. The
memory footprint for these simulations are 802MB, 750MB
and 795MB respectively. The higher memory footprint from
the HTCondor only simulation most likely a consequence of
the larger ClassAds log file.

In order to evaluate the scalability of our simulation soft-
ware we investigate the execution time and memory footprint
when running larger (synthetic) workloads [25] – over ten
times our real workload (⇠six million jobs). Figures 8 and 9
show the memory footprint and execution times respectively
for both our original simulation and synthetic trace logs. In
both cases the memory / time increases linearly with workload
indicating the simulation scales well with workload. The only
exception to this is the execution time for the largest synthetic
workload. However, as this requires a memory footprint close
to the normal Java memory allocation this is likely to be a
consequence of aggressive garbage collection.
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Fig. 9. Execution time

VI. PRIOR USE OF HTC-SIM

We have been developing HTC-Sim for three years, using it
as a tool in order to evaluate the power-consumption of HTC
workload based at Newcastle University. Initial work [25]
investigated different resource selection algorithms, simple
polices to deal with jobs which are repeatedly evicted from
resources and cluster-based polices for determining when
computers should be sent to sleep.

The most significant energy consumption within a Desktop
Grid HTC cluster is normally owing to jobs which are evicted
due to interactive users taking control back from a resource
running a job. When jobs were evicted we called them miscre-
ant jobs. As such we used HTC-Sim to evaluate a number of
polices to reduce wasted energy in these circumstances [27].
We evaluated miscreant policies based on last execution time,
total number of evictions and the reasons for job eviction.
This lead to a potential saving of 50% of the energy for a
HTC cluster when only considering evictions due to resource
reboots. As this still left significant energy consumption for
miscreant jobs we are now evaluating two different approaches
to energy saving – those of checkpointing and migration of
jobs to different resources and more intelligent job placement
using Reinforcement Learning [32].

Checkpoint and Migration allows the current state of a run-
ning job to be stored and the job to resume execution from that
point. In the case where a job is evicted by interactive user this
saves both execution time as the jobs need not restart from the
beginning but also energy as effort is not expended repeating
the previously performed work. However, careful balancing is
required in order to determine how often checkpointing should
be performed as too many checkpoints will waste time and
energy in performing the checkpoints which will not be used
– including time and energy required to move checkpoints to
a new resource, whilst too few checkpoints will require more
work to be repeated – re-doing the work performed between
the last checkpoint and the point of eviction [28].

Significant energy can be saved by placing work onto a
resource which will not be used by an interactive user before
the job completes. However, this is not possible to compute
a priori as the times when an interactive user will login
nor the execution times for jobs can be known at the time
of resource selection. Analysis of interactive user trace logs
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Conclusion

• HTC-‐Sim is	  a	  comprehensive	  simulator	  for	  HTC	  
workloads	  on	  shared	  and	  dedicated	  resources

• With	  a	  focus	  on	  energy	  consumption	  of	  the	  
system	  and	  overheads	  seen	  by	  the	  user

• Scales	  linearly	  with	  workload
• Future	  direction	  -‐>	  Cloud
–We	  have	  a	  simple	  version	  for	  cloud	  cost
– Cloud	  energy

Conclusion
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