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i, Workflow Questions

"From where” does workflow originate?
— Separation of concerns & meta-data
—Composition, Collaboration & Orchestration
— Impacts on the programming model

"How” shall we utilise i1t?
— Grid middleware
—Scheduling opportunities



& A Grid Programming Model:
= Components & Services

« Component

— “A unit of composition in which all context
dependencies are explicit” -Szypierski

— ... A component has a clearly defined
interface and conforms to a prescribed
behaviour common to all components within
the architecture”™ CCA

* Service
— “Component performing a task”

— (of Web Services) “... a software system URI,
whose public interfaces are defined and
described using XML...” —= W3C
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. Separation of Concerns:
~ " Meaning, Behaviour & Implementation
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e?" The “From where” of workflow(1)

» User defined script — explicit workflow

a = new A; *Imperative

b = new B;
.~ +Procedural

a.doWork ()
///;.getFrom(a);\\» \\\\\\
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@Q The “From where” of workflow (2)

» User composition — collaborative workflow

a = new A,
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@Q Workflow as activity:
Orchestration
A < > B
« Each component LT
has . *Bdoes :
it's own thread () ~nothing... ;
«Aand B are ) , o ...untilit
partners in the receives control
transaction
. A does work, then ™. ¢ Data is worked': < eand
'gommun/categ___m_/_l_lfh__, : onbyboth subsequently
~.its partner; by “._ partners )  does work
sending a message “
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&51 What we need to know
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4%, Component - Service

= ' Lifecycle Abstractions
Lifecycle ICENI Services
A

1. Potential . <Y d[> —— + Composition
Stateless A7 . Static info
“Class”

2. Deployed . vAg —, * Queueinfo

. Stateful <‘p 4'> .0 "

“Object” V wnership

3. Executing A .
Stateful 4» d[> —— + Interaction
Transient! PVQ . Reconnect
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4. Completed — ., 4o —— * Logging



eﬁ Executing Component as
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& The Utilisation of Workflow:
= "Informed Scheduling!
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&9 Application Structure:
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& Workflow: FDM
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@a Collective Communication Patterns (1): /7>
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eﬁ Collective Communication Patterns (2): /2>
~ Push - many to one '
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@ Collective Communication Patterns(3):
Composite Patterns
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@ Workflow: GENIE
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F &9 ' Application Structure:

High Throughput
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@ Workflow: High Throughput
= Spatial information

Design  Factory Analyser <S> :Mesh1 Dracs1:/Mesh2 Dracs2’ <G>
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& Expressing Workflow in ICENI

* For now,
—xml , BDL as counterpart to CDL, IDL

* For the future,
— GSFL?
— BPEL4WS?
+ Critically:
— A community standard workflow description

Standardisations = Scheduling optimisation
for third party compositions



& From where does Workflow Originate?
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ICENI in action
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i, Contact Information

Centre Activities: http://www.lesc.ic.ac.uk
Directly via e-mail: lesc@ic.ac.uk

Regular demonstrations of ICENI on the
UK e-Science stand

Presentation: “OGSA-Jini Integration” by
William Lee, Weds 20th 1:30pm, rm 314/5

LeSC staff available for queries at the
UK e-Science stand...




