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Abstract— Automatic protein structure predictors use the
notion of energy to guide the search towards good candidate
structures. The energy functions used by the state-of-the-art
predictors are defined as a linear combination of several energy
terms designed by human experts. We hypothesised that the
energy based guidance could be more accurate if the terms
were combined more freely. To test this hypothesis, we designed
a genetic programming algorithm to evolve the protein energy
function. Using several different fitness functions we examined
the potential of the evolutionary approach on a set of candidate
structures generated during the protein structure prediction
process. Although our algorithms were able to improve over the
random walk, the fitness of the best individuals was far from the
optimum. We discuss the shortcomings of our initial algorithm
design and the possible directions for further research.

I. INTRODUCTION

The most widely accepted hypothesis explaining the pro-

cess of protein folding was formulated by Christian Anfinsen.

In a Nobel prize winning experiment he found that a refolded

protein always forms the same native structure [1]. He

therefore concluded that all the information needed to fold

a protein has to be contained in its sequence and nature is

applying a “folding algorithm” with a protein sequence as

an input and native state as an output. Anfinsen’s thermo-

dynamic hypothesis stated that the native configuration is in

the thermodynamic equilibrium and explained the algorithm

of folding as a process of minimisation of the protein’s free

energy .

The free energy is defined as a function of structure and

is used in so called ab initio folding, where the prediction

cannot rely on sequence similarity to previously solved

structures. The model of the structure has to be built from

“scratch” and is based on the physical principles of folding,

namely, the protein inter-atomic interactions [2].

For the last few decades several models of protein force

fields have been proposed such as AMBER99, CHARMM22

or OLPS-AA [3]. However, due to the high computational

cost of the all-atom energy functions, their practical use is

limited to the molecular dynamic simulation of short protein

chains. Consider for example massively distributed projects

such as Folding@home [4] or Rosetta@home [5] that are

able to gather vast computational resources. Even though

Folding@home is currently the most powerful computing

system on Earth (it operates at 4 peta FLOPS performance

level [6]), a simulation of 10μs of protein folding uses
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10 000 CPU days while proteins usually fold in a millisecond

timescale [7].

To lower the computational cost of prediction, high level

simplified models of proteins are commonly used, such as

SICHO [8], UNRES [9], CABS [10] or CAS [11]. Instead

of an exact atomic representation these models use a reduced

representation, where coordinates of groups of atoms are

replaced with a single high level entity (pseudo-atom), e.g.

the group center of mass.

Due to the loss of details, the protein free energy in

the reduced models cannot directly rely on intermolecular

forces. The knowledge-based potentials are used instead.

They are derived from an analysis of known structures and

represent the likelihood of observing a specific feature in

the native state. As a consequence, the energy function does

not capture the physical free energy explicitly but represents

a probability that a given structure is native-like. Because

this extra knowledge is being used, the prediction process is

no longer considered to be ab initio. Instead, the structure

prediction community gathered around CASP experiment

[12] uses the term “template free”.

In the CASP (Critical Assessment of Techniques for

Protein Structure Prediction) experiment, participants are

given the protein sequences of unknown three dimensional

structure to be determined computationally. In parallel the

structures are determined experimentally and used to assess

the prediction accuracy of the methods. Structure prediction

methods are divided in two categories: template based mod-

elling (target sequence has close homologue - template, or

adopts a known fold) and template free modelling (targets

with a new topology).

The two most successful prediction methods in the “tem-

plate free” category of the CASP7 experiment [13][14][15]

are Robetta [16] and I-TASSER [17]. Both methods build

the initial protein models from short fragments of known

structures similar on a sequence level. Small random changes

are applied to these models and the Monte Carlo method is

used to find a structure with minimal energy. In both methods

the energy is formulated as a weighted sum of knowledge-

based potentials.

To determine the optimal set of weights both methods

generate a set of candidate structures, so called decoys, by

applying small random changes to a known native structure.

The optimisation objective is to maximise the correlation

between the value of energy function and the similarity of

decoys to the native structure. Therefore, the energy function

is expected to have the lowest value for the decoys that are

most similar to the native structure. Similarity is measured as
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the root mean square deviation (RMSD) of euclidean distance

between Cα atoms of a decoy and the native structure.
In the weight optimisation process, Robetta used a training

set of 21 proteins. For each protein 30 000 decoys were

generated and the linear regression against RMSD was used

as an objective function [18]. I-TASSER used 30 proteins,

with 60 000 decoys each, and maximised complex objective

function with correlation to RMSD as its main element [19].

Both prediction methods are able to distinguish between

native-like (RMSD value < 0.4nm) and non-native decoys

(RMSD value > 0.8nm). However, the actual correlation

coefficient between the energy and similarity is not too high,

eg. Zhang et al. [19] report it to be 0.54 for naive combination

of terms and 0.65 for the optimised one.
A critical analysis of the approach described above reveals

two drawbacks. Firstly, the set of decoys created by randomi-

sation of the native structure is biased towards that structure,

resulting in potential overfitting of the energy function. The

process itself is also the exact opposite of what predictors

do in practice, where the native structure is unknown and

decoys have to be built from scratch. Secondly, the linear

combination of energy terms is a very simple but potentially

very restrictive approach to construct the energy function.
With this paper we tried to address both issues. Using

the set of decoys generated during the prediction process

we designed a genetic programming (GP) algorithm to test

the hypothesis that a more general functional combination of

energy terms will result in higher correlation of the energy

function with the similarity to the protein native structure.
We have selected a subset of eight energy terms used by

I-TASSER and pre-calculated their values for each decoy. In

a number of experiments we applied genetic programming

to evolve non-linear energy functions featuring a range of

basic algebraic operators and transcendental functions. Using

several different fitness definitions we tried to determine how

difficult it is to evolve an energy function that is highly

correlated with structural similarity to the native state.
In Section II, we present the methodology of our research,

a detailed description of the data sets used and the GP

parametrisation. In Section III, we describe the experiments

carried out and the results obtained. We then present a

discussion of the results and concluding remarks.

II. METHODS

A. Energy terms
We have implemented eight I-TASSER energy terms.

Three short-range potentials between Cα atoms E13, E14

and E15, long-range pairwise potential between side chain

centres of mass Epair, environment profile potential Eenv ,

local stiffness potential Estiff and electrostatic interactions

potential Eelectro as described in [19][11] and the hydrogen

bonds potential EHB as explained in supplementary materi-

als to [20].
The first five of these energy terms use a distribution

of structural features that is derived from the data base of

known protein structures. Stiffness and hydrogen bond poten-

tials represent structural bias towards regular arrangements

of predicted secondary structure and penalise irregularities.

Electrostatic potential uses the Debye-Hückel equation to

calculate the interaction energy of ions in the solution.

We left out potentials using data from the threading pro-

cess (e.g. distance map or contact order) and the hydrophobic

potential introduced in [17] using neural network [21] as

they depend on external feature predictors which were not

available for local use at the time of writing this paper.

B. Data preprocessing

In our experiments we used 54 protein chains used by

Zhang et. al [17]. For each protein we used a set of decoys

generated by I-TASSER along the Monte Carlo optimisation

process [22] (available online [17]). To eliminate highly

similar decoys we have taken a 10% sample of each set (one

decoy from every 10th I-TASSER iterations), resulting in a

training set of 1250–2000 decoys per protein. For each decoy

we have precalculated the values of all eight energy terms

mentioned above.

For each protein we have measured the similarity of

generated decoys to the known native structure. As a measure

we used the root mean square deviation (RMSD) between 3D

coordinates of Cα atoms of two structures minimised with

respect to the rotation using Kabsch algorithm [23][24]. As

a non-weighted average of all Cα–Cα distances the RMSD

is sensitive to local errors and might return high values of

distance even if global topology is correct. Despite known

limitations of RMSD as a measure of protein structural sim-

ilarity [25], we decided to use it to make the fair comparison

to the previous work [19][17].

To compensate for the noise introduced by RMSD, we

decided not to rely on the absolute RMSD values directly,

but rather on the relative rank order. That is, for given

decoys A and B we decide only if RMSD(A, native) <
RMSD(B, native) ignoring the scale of absolute difference

in the distance to a native δ = RMSD(A, native) −
RMSD(B, native). This approach simplifies the optimisa-

tion objective, as ranking is more robust than a matrix of

exact distances between all pairs of decoys.

For each protein we sorted the decoys in increasing order

of the RMSD to generate the reference ranking Rr. In case

of ties, we used the original I-TASSER energy as a second

criterion (lower energy corresponds to lower index in the

ranking). A tie between decoys was called when RMSD

values were the same up to the first two decimal places.

This gives us a precision of a 1 picometer (for reference, the

radius of hydrogen atom is 25 pm).

For the same set of protein chains we ran the Rosetta

ab initio prediction [16] and obtained the same number of

decoys as in I-TASSER case. These decoys were only used

for visual assessment of correlation between Rosetta energy

and RMSD (see Section III).

C. Genetic programming experiment

We used a set of 16 terminals and 8 operators. Half of

the terminals were the energy terms T1–T8 described in II-A

(see Table II for the mapping to I-TASSER terms), half were
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ephemeral random constants in range [-1,1]. Operators were

both binary (addition, subtraction, multiplication, division)

and unary (sine, cosine, exponential function, natural loga-

rithm). We did not impose any selection bias towards any of

the primitives.

The fitness function used to evaluate the energy function

was based on a comparison of the reference ranking Rr

(obtained in the preprocessing stage) to the evolutionary

ranking Re. For each protein the evolved energy function was

used to rank the decoys and obtain ranking Re. A normalised

distance between rankings d(Rr, Re) was calculated for each

protein, and then averaged for all proteins to produce the total

fitness.

We used several different methods to calculate the distance

between rankings (see examples in Table I):

• Levenshtein edit distance [26] - a popular string met-

ric where distance is given by the minimum number

of operations (insertion, deletion or substitution of a

character) needed to transform one string into the other,

L(a, b) = dn,n

di,0 = d0,i = i for i = 0 . . . n

di,j = min{di−1,j + 1, di,j−1 + 1, di−1,j−1 + c(i, j)}

c(i, j) =

{
0 if a(i) = b(i)
1 if a(i) �= b(i)

• Kendall τ distance [27] - the number of inversions

between two permutations also known as the bubble-

sort distance,

K(a, b) = |{(i, j) : i < j ∧ a(i) < a(j) ∧ b(i) > b(j)}|
• Spearman footrule distance [28] - the sum of differences

between the ranks of elements.

S(a, b) =
n∑
i

|a(i) − b(i)|

TABLE I

EXAMPLES OF USE OF SELECTED RANKING DISTANCE MEASURES.

Levenshtein Kendall Spearman weighted Spearman
distance = 2 distance = 3 distance = 10 distance = 4.6 ( 23

5
)

1 2 3 4 5 1 2 3 4 5 4 3 2 1 5 4 3 2 1 5
1 3 4 5 2 1 3 4 5 2 3 4 1 5 2 3 4 1 5 2

1 1 1 4 3 1 1 1 4 3
5
5

4
5

3
5

2
5

1
5

Notice that the measures differ in the computational cost.

For the Levenshtein distance a dynamic programming algo-

rithm has to be used with a complexity of O(n2). Kendall

distance can be computed in O(nlogn) time by counting in-

versions during the merge sort procedure. Spearman distance

is the simplest measure of these three and can be calculated

in linear time.

Both Kendall and Spearman distances are bounded by

O(n2), having the maximum possible distance equal to

respectively
n(n−1)

2 and 1
2n2 for the reversed ranking. Leven-

shtein distance, similar to many other editing distance metrics

on permutations such as Hamming metric, Cayley distance

or Ulam metric, is bounded by the O(n).
An additional weighting mechanism was applied to the

Spearman distance to promote correct order at the beginning

(more native-like) of the ranking and to be less sensitive to

differences in the order at the end (less native-like). We used

two weighting functions:

• linear function decreasing from 1 to 0 along the position

in the ranking,

w(i) = 1 − i/N , for 0 ≤ i < N

• sigmoid function with inflection point (weight 0.5) at

25% of the ranking length.

w(i) =
1

1 + exp( i−0.25N
scale∗N )

scale =

{
0.25N
width if i < 0.25N
0.75N
width if i ≥ 0.25N

We have implemented the genetic programming algorithm

using the Open BEAGLE framework [29]. In all experiments

we used two replacement strategies: generational and steady-

state [30], with the tournament selection [31] and 1000

generations. The population size was set to 100, crossover

probability was 0.8 with 0.1 probability that the crossover

point is a leaf and 0.05 probability of reproduction without

modification. Three mutation operators were used with 0.05

probability each: sub-tree replacement with a random tree,

tree shrink where node is replaced by one of its child

nodes, sub-tree swap with 0.5 probability that mutation

point is a leaf. The initial exploratory trial from which this

configuration is derived is not reported here due to space

limitations.

We have run two rounds of experiments. In the first round

we used Levenshtein, Kendall and non-weighted Spearman

distances. In the second round we drop the worst performing

Levenshtein distance and applied the linear and sigmoid

weighting to the Spearman distance. To have higher selection

pressure we increased the tournament size from 2 in the

previous round to 4, 6 and 8. We added one additional run

configuration: generational replacement with strong elitism

(keeping 5 best individuals from each generation), single

mutation operator (replacement with a random tree) applied

with probability of 0.1 and the crossover with probability

0.9.

Additionally, a random walk was performed for reference.

In each generation the population was created using the half-

and-half initialization operator [32][33].

Each experiment was repeated 5 times with different

random seeds. In the next section we report results of the

best run, as we are interested in obtaining the best possible

GP-designed energy function that could perhaps be human-

competitive.
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Fig. 1. Scatter plots of I-TASSER original energy (vertical axis) vs. RMSD
(left column) and rank (right column). Each plot represents decoys for a
single protein. The correlation coefficients are given in brackets.

III. MAIN RESULTS

A. Energy correlation

To compare the ability of the original energy functions

used by I-TASSER and Robetta to distinguish between

native-like and non-native structures, we plot the relation

between the energy and similarity to the native for all decoys.

Figure 1 shows the I-TASSER energy correlation to RMSD

(left column) and rank (right column) for selected proteins

with a high, average and low correlation coefficient (given in

brackets). The average correlation coefficient for all proteins

was 0.44 ± 0.23 (second value is a standard deviation).

Interestingly, even a high correlation coefficient (1pqx ), was

not enough to point to the most native-like structure as we

observe a flat cloud in the lowest energy region stretched over

a distance of 0.1–0.2nm. This cloud becomes wider with a

decrease of the correlation coefficient and its center tends to

shift towards greater values of RMSD.

This difficulty in selecting the most native-like decoys is

even more visible when the energy is plotted against the rank

(right column of Figure 1). Instead of a clear trend with the

energy decreasing along the decreasing rank, the trend line is

very flat and thick. Several slightly slanted vertical stripes are

visible in regions were a number of decoys equally distant

from the native have a different energy (2f3nA, 10f9A).

Overall, the correlation to the rank was almost half as low as

in the case of RMSD with the total average of 0.25 ± 0.16.

Similar plots for decoys generated by Rosetta are shown

Fig. 2. Scatter plots of Rosetta original energy (vertical axis) vs. RMSD
(left column) and rank (right column). Each plot represents decoys for a
single protein. The correlation coefficients are given in brackets.

in Figure 2. As the decoys cover a wider RMSD range and

are not concentrated in a single region, the total average

correlation coefficient to the rank, equal to 0.28, is only 0.02

lower than the coefficient of correlation to RMSD. However,

similar to the I-TASSER energy, pointing out the native-like

decoys using the value of Rosetta energy is in most cases

very difficult.

B. I-TASSER energy terms

Coefficients for individual energy terms are shown in

Table II. The values for our decoys are significantly lower

than the one reported by Zhang et al. [19]. Notice the

negative correlation of selected terms which decreases the

average correlation nearly to zero. The low values of the ρ2

coefficient could, however, be somewhat misleading as they

are hiding the spread amongst different proteins. The relative

standard deviation for ρ2 ranged from 82% for T2 to 942%

for T6.

The average correlation coefficient for the naive sum of

energy terms EN =
∑8

i=1 Ti was 0.12 ± 0.16. Correlation

between the naive sum of energy terms and the rank was

lower as in the case of original I-TASSER energy, and the

coefficient value was 0.07 ± 0.16.

C. Fitness distance correlation

The optimisation objective was to minimise the distance

d(Rr, Re) between the reference ranking Rr and the ranking

Re produced by the evolved function. The range of distances
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TABLE II

BOTH ρ1 AND ρ2 SHOW THE AVERAGE CORRELATION BETWEEN A

SINGLE ENERGY TERM AND THE SIMILARITY TO THE NATIVE

STRUCTURE MEASURED BY RMSD. ρ1 IS THE COEFFICIENT

ORIGINALLY REPORTED BY ZHANG ET AL. [19] AND ρ2 IS THE

COEFFICIENT CALCULATED FOR OUR IMPLEMENTATION OF I-TASSER

ENERGY TERMS ON 54 PROTEINS USED IN OUR EXPERIMENT. ρE IS THE

COEFFICIENT OF CORRELATION BETWEEN A SINGLE ENERGY TERM AND

THE ORIGINAL I-TASSER ENERGY.

energy term ρ1 ρ2 ρE

T1 (E13) 0.27 0.03 ± 0.11 0.08 ± 0.15
T2 (E14) 0.56 0.20 ± 0.17 0.38 ± 0.16
T3 (E15) 0.33 0.15 ± 0.15 0.34 ± 0.19
T4 (Estiff ) 0.25 0.24 ± 0.22 0.44 ± 0.24
T5 (EHB) 0.51 −0.16 ± 0.20 −0.36 ± 0.23
T6 (Epair) 0.38 0.01 ± 0.14 0.12 ± 0.13
T7 (Eelectro) 0.27 −0.20 ± 0.23 −0.34 ± 0.26
T8 (Eenv) 0.34 0.04 ± 0.16 0.03 ± 0.15

average 0.40 0.06 0.09

was normalised to the [0,1] fitness range, where maximum

distance (comparison with reversed Rr) gives fitness equal

to 0 and zero distance corresponds to fitness equal to 1.

To compare the landscape difficulty of different fitness

functions we have measured the fitness distance correlation

on the phenotype level. Starting from a random reference

ranking Rr of length 100, for each of t ∈ {1, . . . , 1000} steps

20 new permutations were generated by applying a random

transposition to the permutations from previous step t − 1.

The correlation of the fitness functions to the distance to Rr

measured in number of applied transpositions, as well as the

direct correlation between the fitness functions, is shown in

Figure 3.

Notice that the minimum number of transpositions needed

to transform n-element permutation a to b, known as Cayley

distance, is bounded by O(n−1) and equal to n−c, where c
is the number of cycles in the disjoint cycle decomposition of

ab−1. Because of that, for n > 100 a fluctuation of the fitness

value is observed in plots A–C of Figure 3. As the range

of values that the fitness function based on the Levenshtein

distance can obtain is a square of the range obtainable for

Spearman and Kendall distances, the fluctuation range is also

lower.

This limitation is visible even more clearly in plots D

and E of Figure 3. The distinct horizontal stripes appear

for groups of permutations equally distant from Rr in the

Levenshtein metric space but easily distinguishable by the

other two distances. The gaps between the stripes are an-

other indicator of sparse space of values of the Levenshtein

distance. The horizontal stripes become longer near the

maximum of Levenshtein distance, showing inablity of this

measure to distinguish between many samples slightly above

the middle of other two distances.

D. First round of experiments

The average fitness for the Levenshtein distance diverged

in a tiny range very close to the maximum distance (see

Fig. 3. Correlation between fitness and number of transpositions applied
to the reference ranking (plots A–C) and direct correlation between fitness
functions (plots D–F). The correlation coefficients are given in brackets.

Figure 4. For Spearman distance we observed a fast improve-

ment of the average fitness in the first 50–100 generations

and the later saturation around 40% of the maximum fitness.

For the Kendall distance the initial improvement seems to be

more rapid but the spread of fitness was equal only to a very

small 3% range of the maximum fitness. The improvement

in fitness of the best found individual over the random walk

was only 1.3% for the Kendall distance and almost 5.5% for

the Spearman distance (see Table III).

E. Second round of experiments

The linear weighting mechanism did not change the fit-

ness landscape but the sigmoid weighting did. As shown

in Figure 6 the Spearman distance with sigmoid weights

reached over 20% higher average and maximum fitness value

than the non-weighted Spearman distance. It also seem that

the evolutionary progress for the best runs of both linear

and sigmoid weighted Spearman distance continues steadily

without the early saturation observed in the first round of

experiments (see Figure 5). However the spread of fitness

values is again low, covering only about 10% of the fitness

range (see Figure 6).
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Fig. 4. Fitness throughout the generations in the first round of experiments for the best run for each fitness function. The lines show average (thick black
line) and the maximum (thin red line) fitness in the population.

TABLE III

MAXIMUM FITNESS AND IMPROVEMENT OVER THE RANDOM WALK FOR

TWO RUN CONFIGURATIONS AND THREE FITNESS FUNCTIONS USED IN

THE 1ST ROUND OF EXPERIMENTS.

steady-state generational

measure max improvement max improvement

Levenshtein 0.004 25.91% 0.003 13.01%
Spearman 0.417 4.72% 0.420 5.49%
Kendall 0.520 0.97% 0.522 1.34%

We did not observe a significant change in the evolutionary

improvement over the random walk for the Kendall distance.

In case of the Spearman distance with linear weights the

improvement seems to be even twice as big (up to 11%) as

in the previous round. However, the maximum fitness values

are still in the 0.4–0.5 range, so similarly far away from the

maximum as in the first round of experiments.

The run configuration with elitism and single mutation

operator performs best (in terms of improvement over the

random walk) with the sigmoid weighted Spearman distance.

For the overall best evolved function (with fitness 0.530) we

checked the correlation to RMSD and found the coefficient

to be 0.26 ± 0.17, which is over two times higher than the

correlation of the naive sum of terms (see Section III-B) but

only 0.02 greater than the highest correlation of a single term

(see Table II).

IV. DISCUSSION

To be useful, the energy function has to guide the search

process towards the region of native-like proteins. It seems

reasonable to measure this usefulness with a correlation

coefficient between energy and similarity to native. However,

as we have shown in Figures 1–2, even the high coefficient

(> 0.7) does not mean that the native-like structure would

be easy to distinguish from the others. This is reflected in

an even lower correlation to rank, where decoys within the

same energy range are spread across many ranks.

The difference in correlation of single energy terms be-

tween our implementation and the original work by Zhang et

al. (see TableII) shows the difference in difficulty of choosing

native-like structure between different decoys sets. While we

TABLE IV

MAXIMUM FITNESS AND IMPROVEMENT OVER THE RANDOM WALK FOR

THREE RUN CONFIGURATIONS WITH DIFFERENT TOURNAMENT SIZE AND

THREE FITNESS FUNCTIONS USED IN THE 2ND ROUND OF EXPERIMENTS.

steady-state generational elitism

measure ts max impr max impr max impr

Kendall
4 0.516 0.19% 0.522 1.49% 0.514 -0.08%
6 0.515 0.01% 0.517 0.42% 0.513 -0.25%
8 0.520 1.03% 0.514 -0.12% 0.517 0.45%

Spearman
linear

4 0.416 6.24% 0.429 9.47% 0.418 6.67%
6 0.430 9.79% 0.404 3.10% 0.408 4.18%
8 0.419 6.78% 0.436 11.34% 0.423 7.80%

Spearman
sigmoid

4 0.518 7.49% 0.503 4.38% 0.527 9.47%
6 0.516 7.11% 0.514 6.71% 0.511 6.04%
8 0.515 6.98% 0.508 5.38% 0.530 9.96%

have used a sample from the conformational search process

that is initialised with fragments of other proteins similar

on the sequence level and has no knowledge of the native

structure, I-TASSER and Robetta used the decoys generated

by randomisation of the native resulting in a biased set.

Moreover, the decoys we used are often very similar to each

other, whereas Zhang kept them separated by large 0.35nm

RMSD distance. Our results show that decoys generated by

the predictor are more difficult to assess and it might be

inadequate to optimise the energy based on the randomised

and highly separated set of decoys, as this is not what

predictors have to deal with in practise.

The main reason why the correlation to RMSD of the

naive combination of energy terms compared to the original

I-TASSER energy were much lower, is probably in the choice

of energy terms. In future work we may extend the set of

energy terms adding data from protein features predictors

e.g. distance maps, contact order, contact restraints or solvent

accessibility [34][35][36] to make it more comparable to

what I-TASSER is using.

We decided to build the ranking with a pico meter RMSD

precision, since in the structure optimisation process it is

important to be able to measure the energetic outcome of

each structural change. Still, this caused many ties in the

rank. The permutational approach, when the tie is decided by

the original I-TASSER energy might not be the best choice as
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Fig. 5. Fitness throughout the generations in the second round of experiments for the best run for each fitness function. The lines show average (thick
black line) and the maximum (thin red line) fitness in the population.

Fig. 6. Box plot of the fitness distribution achieved by a random walk
for different fitness functions. Middle line is the median of the average
fitness in population across all generations. Box size represents the median
of the population fitness standard deviation. Top and bottom whiskers marks
maximum and minimum fitness across all individuals.

the I-TASSER energy itself was not highly correlated with

RMSD. In the future work we might average the ranks in

case of ties not to enforce any arbitrary ordering.

Regardless of a fitness function used the average fitness

saturated around the maximum after only 50–200 genera-

tions. The major factor that may cause this early saturation

is the polynomial bound on the number of possible values

that the fitness function could take, which was in the best

case limited by O(n2). As a result, many different energy

functions had the same value of the fitness function. This

explains the poor performance of the the fitness function

using the O(n) bounded Levenshtein distance.

Another important factor might be related to the amount

of data we used in the evolutionary process. Maybe with a

smaller number of decoys or a smaller number of proteins

we could obtain better evolutionary improvement. Moreover,

as the decoy sets seem to be very uneven and noisy (in

terms of original energy) we could apply a filtering method

to sample only those decoys, for which the original energy

is highly correlated to RMSD. Perhaps in this way, a good

energy function could be evolved more easily and as long as

the filtered sample is sufficiently representative, it could be

applied successfully to the set of all decoys.

V. CONCLUSIONS

In this paper we have proposed the use of genetic program-

ming to evolve novel forms of energy function for protein

structure prediction. We have demonstrated an initial GP

design which, although not perfect yet, might lead in the

future to significant improvements in the quality of protein

structure prediction with perhaps human-competitive results.

We hope to address some of the limitations discussed in the

text in the near future and extend the scope of the experiment

to both I-TASSER and Rosseta generated decoys.
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[29] C. Gagné and M. Parizeau, “Genericity in Evolutionary Computation
Software Tools: Principles and Case-study,” International Journal on
Artificial Intelligence Tools, vol. 15, no. 2, pp. 173–194, 2006.

[30] G. Syswerda, “A Study of Reproduction in Generational and Steady
State Genetic Algorithms,” in Foundations of Genetic Algorithms,
G. J. E. Rawlins, Ed. Morgan Kaufmann, 1990, pp. 94–101.

[31] D. E. Goldberg and K. Deb, “A Comparative Analysis of Selection
Schemes Used in Genetic Algorithms,” in Foundations of Genetic
Algorithms, G. J. E. Rawlins, Ed. Morgan Kaufmann, 1990, pp.
69–93.

[32] J. R. Koza, Genetic programming: on the programming of computers
by means of natural selection and genetics. MIT Press, 1992.

[33] S. Luke and L. Panait, “A survey and comparison of tree generation
algorithms,” in Proceedings of the Genetic and Evolutionary
Computation Conference (GECCO-2001), L. Spector, E. D. Goodman,
A. Wu, W. B. Langdon, H.-M. Voigt, M. Gen, S. Sen, M. Dorigo,
S. Pezeshk, M. H. Garzon, and E. Burke, Eds. San Francisco,
California, USA: Morgan Kaufman, Jul. 2001, pp. 81–88. [Online].
Available: http://en.scientificcommons.org/453130

[34] J. Bacardit, M. Stout, N. Krasnogor, J. Hirst, and J. Blazewicz,
“Coordination Number Prediction using Learning Classifier Systems:
Performance and Interpretability,” in Proceedings of the 8th Annual
Conference on Genetic and Evolutionary Computation (GECCO ’06).
ACM Press, Jul. 2006, pp. 247–254.

[35] M. Stout, J. Bacardit, J. Hirst, R. Smith, and N. Krasnogor, “Prediction
of topological contacts in proteins using learning classifier systems,”
Soft Computing - A Fusion of Foundations, Methodologies and Appli-
cations, vol. to appear, pp. –, 2008.

[36] M. Stout, J. Bacardit, J. D. Hirst, and N. Krasnogor, “Prediction
of recursive convex hull class assignments for protein residues,”
Bioinformatics, vol. 24, no. 7, pp. 916–923, 2008.

1312 2009 IEEE Congress on Evolutionary Computation (CEC 2009)

Authorized licensed use limited to: UNIVERSITY OF NOTTINGHAM. Downloaded on December 15, 2009 at 11:55 from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


