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ABSTRACT

In this paper, we described a experience of using PEPA
eclipse plug-in tool to specify a functional-equivalent
representation of a non-repudiation protocol. The model is
specified using Markovian process algebra PEPA. The basic
model suffers from the well known state space explosion
problem when tackled using Continues Time Markov Chain
analysis. In order to modelling in a scalable way, functional
rates has been adopted to avoid a unintended system be-
haviour. The functional rates have been specified ina CMDL
(Chemical Model Definition Language) format which
equivalently generated from the PEPA model by PEPA
eclipse plug-in. This representation has been converted back
to PEPA expression, and analyzed numerically.
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INTRODUCTION

Functional rates have been utilized to eliminate functional
equivalent PEPA components to avoid state space explosion,
[1]. This kind of specification is currently only supported by
IPC (International PEPA Compiler).

In this paper, we demonstrate an alternative way of solving
PEPA model with functional rates using the PEPA eclipse
plug-in. This tool cannot directly analyze a PEPA model
with functional rates, but an equivalent CMDL format can
be generated that can be solved by fluid flow analysis (based
on ODE) or stochastic simulation directly with the tool. We
apply this method to a non-repudiation protocol, in which
the service behaviours are not able to be defined in PEPA in
a scalable way without functional rates.

The purpose of performance modelling security protocols
is investigating the trade-off between security and perfor-
mance. It is clear that in order to add more functionality to
a system that more execution time is required. However, in
the case of security, the benefit accrued from any additional
overhead is not easy to quantify and so it is very hard for the

performance engineer to argue that a particular performance
target should take precedence over a security goal. There
have been efforts made by both the security and performance
communities to address aspects of this problem [2, 3, 4]. A
Key Distribution Centre (key exchange protocol) has been
studied in our previous work, which shows the possibility
of modelling by the stochastic process algebra PEPA and
analysis by several alternative techniques [5, 6, 7].

The remainder of this paper is organised as follows. In the
next section we introduce the non-repudiation protocol to be
modelled. This is followed by a brief review of the stochas-
tic process algebra PEPA and PEPA eclipse plug-in. We
then introduce the process of composing a PEPA model with
functional rates and generating the equivalent CDML format
model, followed by numerical results. Finally some conclu-
sions are drawn and areas of further work described.

NON-REPUDIATION PROTOCOL

A non-repudiation service will prevent either of the prin-
cipals involved from denying the contract after the agree-
ment. The protocol depicted here were proposed by Zhou
and Gollmann [8] and use a non-repudiation server, known
as a Trusted Third Party (TTP).

e L.: a unique label chosen by T'T'P to identify the mes-
sage M

e T, : the time that 7T P received A’s submission
e T : the time that 7T P delivered and available to B

e NRO = sSa(fnro,TTP,B, M) : non-repudiation
of origin for M

e NRS = SSD(fNRs,A,B,TS,L,NRO) : non-
repudiation of submission of M

e NRR = SSB(fNRR,TTP,A,L,NRO) : non-
repudiation of receiving a message labelled L

e NRD = SSD(fNRD,A,B,Td,L,NRR) . non-
repudiation of delivery of M



In this protocol, A sends the plaintext (M) and a non-
repudiation origin (N RO) to the trusted third part (7T P),
and then fetches the time of receiving (75) and non-
repudiation of submission (/N RS) from a public area, after
T'T P has published this information. The TT'P tells B it re-
ceived M from A by sending the N RO. B generates a non-
repudiation of receiving for TTP following. Finally, B and
A can fetch M and the time of delivery (7), with other non-
repudiation evidence, from the public area, after the TT'P
has published.

Figure 1: Non-repudiation  protocol invented by
Zhou&Gollmann
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PEPA AND PEPA ECLIPSE PLUG-IN

A formal presentation of PEPA is given in [9], in this section
a brief informal summary is presented. PEPA, being a
Markovian Process Algebra, only supports actions that occur
with rates that are negative exponentially distributed. Speci-
fications written in PEPA represent Markov processes and
can be mapped to a continuous time Markov chain (CTMC).
Systems are specified in PEPA in terms of activities and
components. An activity («,r) is described by the type
of the activity, «, and the rate of the associated negative
exponential distribution, r. This rate may be any positive real
number, or given as unspecified using the symbol T.

The syntax for describing components is given as:
P:=(a,r).P|P+ Q|P/L|P D;‘ﬂ QA

The component («,r).P performs the activity of type a
at rate r and then behaves like P. The component P + ()

behaves either like P or like (), the resultant behaviour being
given by the first activity to complete.

The component P/L behaves exactly like P except that the
activities in the set L are concealed, their type is not visible
and instead appears as the unknown type 7.

Concurrent components can be synchronised, P D§ Q,
such that activities in the cooperation set L involve the
participation of both components. In PEPA the shared
activity occurs at the slowest of the rates of the participants
and if a rate is unspecified in a component, the component
is passive with respect to the activities of that type. A < P
gives the constant A the behaviour of the component P. The
shorthand P||@ is used to denote synchronisation over no
actions, i.e. P D;ﬂ @. We employ some further shorthand
that has been commonly used in the study of large parallel
systems. We denote A[N] to mean that there are N instances
of A in parallel, i.e. A|...||A, but we are not concerned
with the state of each individual component, rather the
number of components in each state. As such, when using
this representation, we would not distinguish between A||A’
and A’||A.

In this paper we consider only models which are cyclic, that
is, every derivative of components P and () are reachable in
the model description P Dﬁ (. Necessary conditions for a
cyclic model may be defined on the component and model
definitions without recourse to the entire state space of the
model.

The PEPA eclipse plug-in is developed by researchers based
in Edinburgh University [10, 11]. The tool can be used to
conduct steady state and transient analysis of PEPA mod-
els through solving the CTMC, stochastic simulation and
fluid flow analysis (based on ODEs). PEPA models with
functional rates that are used in this paper are not directly
supported by current version of PEPA eclipse plug-in, but
an equivalent CMDL file (Chemical Model Definition Lan-
guage) can be generated in which functional rates can be
specified and analyzed.

MODEL CONSTRUCTION
Initial Model

We intuitively begin by define the behaviour of a pair of prin-
cipals as:

A0 £ (request,ry).Al
Al 2 (publishl,ry;).A2
A2 2 (getByAl,rg.).A3
A3 £ (sendB,r).A4

A4 Z (publish2,1p2). A5



A5 2 (getByA2,7442).A6
A6 2 (work,ry).A0

B0 = (sendB,r).Bl
Bl 2 (sendTTP,ry).B2
B2 2 (publsih2,ry;).B3
B3 = (getByB,rg).B4
B4 < (work,r,).BO0

TTP £ (publishl,rp).TTP
+(publish2,1,).TTP
+(sendB, r,).TTP

System < TTP[K] I (A0||B0)[N]
Where, £ = {publishl, publish2, sendB}.

In order simplify the model specification and analysis, we
combine A and B into a new component called AB, using
a process referred to as partial evaluation [12]. Following
description can be obtained as a strong equivalent represen-
tation of above one with N pairs of principals.

ABO £ (request,ry).AB1
AB1 £ (publishl,ry).AB2
AB2 % (getByAl,ry.).AB3
AB3 2 (sendB,r;).AB4
AB4 2 (sendTTP,r,2).AB5
AB5 < (publish2,rp2).AB6
AB6 2 (getByA2,rg40).ABT
+(getByB,rg,).AB8

ABT £ (getByB,ry).ABY
AB8 < (9etByA2,1442).AB9
AB9 £ (work,ry).ABO;

TTP £ (publishl,ry).TTP

+(publish2,ry). TTP
+(sendB,r,). TTP
System < TTPIk]

1S

publsihl,publish2,sendB ABO[N]
ABj to ABy in the above PEPA model denote the different
behaviours of the A B component, and its evolution along the
sequence of prescribed actions in the protocol. The choice
from ABg to AB7 and ABg means step 5 and step 6 in the
protocol can happen in any order. The work action is used
to define that B can do something with the plaintext (M)
that was sent by A after he has obtained it, before returning

to the state ABj to make a new request again, which forms
a working cycle to investigate the steady state. Here, we
assume multiple TTP servers specified in the model are able
to share a common memory.

In this TTP component representation, this naive model
gives rise to a race between publishl, publish2 and send B
in PEPA, which does not capture the intended behaviour of
actual system. To avoid this unwanted race, a reasonable
solution is adjusting the three rates associated with it, that
should depend on the proportion each job that request
service of publishl, publish2 and sendB respectively. In
other words, the rates are dependent on the current state of
system using so-called functional rates. The procedure of
specifying functional rates is illustrated in next subsection.

Functional Rates Specification

In this subsection we describe a CDML (Chemical Model
Definition Language) model generated from above PEPA
model by the PEPA eclipse plug-in. This specification
contains rate functions and is able to be analyzed by the fluid
flow approach (based on ODEs) or stochastic simulation,
supported by the tool. The following CMDL model is
generated by eclipse plug-in and modified with functional
rates.

//Rates //Population sizes
rb = 1.0; ABO = N;
rgal =1.0; AB1=0;
rga2 =1.0; AB2=0;

rgb=1.0; AB3=0;
rpl = 1.0; AB4 = 0;
rp2 =1.0;, AB5 =0;
rtl = 1.0; AB6 = 0;
rt2 = 1.0; AB7=0;
rw=0.01; AB8=0;

AB9 = 0;

TTP = K:

//Reactions

getByAl, AB2 — AB3,rgal;

getByA21, AB6 — AB7,rga2;

getByA22, AB8 — AB9,rga2;

getByB1, AB6 — ABS, rgb;

getByB2, ABT — AB9,rgb;

publishl, TTP + AB1 — TTP + AB2,rx1;
publish2, TTP + AB5 — TTP + ABG, rx2;
request, ABO — AB1,rtl;

sendB, TTP + AB3 — TTP + AB4,rx3;
sendTTP, AB4 — AB5, rt2;

work, AB9 — ABO, rw;

Where,

re1 = [rpl * AB1 % ((AB1 + AB3 + AB5)7!) x
min(TTP, AB1 + AB3 + AB5)]

res = [rp2 * AB5 + ((ABL + AB3 + AB5)™) =



min(TTP, AB1 + AB3 + AB5)|
re3 = |[rb x AB3 x ((AB1 + AB3 + AB5)7!) x
min(TTP, AB1 + AB3 + AB5)|

This CMDL format of the model is composed of Rates,
Population sizes and Reactions parts. The Rates section
is exactly the same as that specified in the PEPA model.
The Population sizes contains the initial population of all
derivatives and components. In our scenario, there are [N
client pairs, which haven’t started any behaviours at the
initial stage, represented by ABy = N, other derivatives
have no population. K is the population of TTP all the time
as no derivatives associated with it. The most important and
main section of CMDL definition is Reactions, in which
system behaviours defined as all actions name, individual
state transitions and their rates.

In the CMDL model, we specify the functional rates for each
cooperation under action publishl, publish2 and sendB
by 741, 42 and 753, respectively, instead of 7,1, rp2 and
rp. Each of these functions describes the actual service
rate if there is one job in the system(r,;, Tp2 or 713), or
as a proportion of the number of waiting jobs of each type
(ABi*((AB1+ AB3+ AB5)71),i = 1,3, 5) and the times
of service (min(TTP, AB1 + AB3 + AB5)), which allo-
cates each service with respect to its job type to eliminates
the potential race. Although the PEPA model with function
rates cannot be recognised by PEPA eclipse plug-in, it is still
necessary to write it down as a formal specification of the
protocol:

ABy, % (request,ry).AB;

AB, £ (publishl,r;1).ABs

ABy, % (9etByAl,14q1).ABs

AB; 2 (sendB,ry3).ABy

AB, 2 (sendTTP,r).ABs

ABs £ (publish2,r.s).ABg
(

ABs £ (getByB,r,).AB;
+(getByA2,1442).ABs
AB; 2 (getByA2,7442).ABg
ABg < (getByB,r4y).ABg
ABy < (work, ). ABy
TTP 2 (publishl,ry).TTP
+(publish2,r42).TTP
+(sendB,ry3). TTP

System < TTP[K] ABy[N)]

publishl,publish2,sendB

Where,
— AB (1) in(AB, () + ABs(t
Tel = Tpl AR, 1)+ AB5 (1) F ABs (1) min(AB (t) + ABs(t) +

ABs(t), TTP(t)),

ABs .
Tea = Tp2 ABl(t)+ABSE2+AB5(t) min(AB;(t) + ABs(t) +

ABs(t), TTP(t)).

5(t
AB: .

Tps = T ABl(t)+ABZEg+AB5(t) min(AB;(t) + ABs(t) +

AB5(t), TTP(t)).

NUMERICAL RESULTS

In our previous work [7], an assumption of the same action
name and the same rates has been made for publishl,
publish2 and sendB. With functional rates a more general
scenario can be investigated to observe any differences
between these three types of TTP service.

Figure 2 shows the average queue length varied with number
of customer involved in this non-repudiation system solved
by ODE solution supported by the tool. The ODE solution
is an approximation which is very accurate in the extremes
(N = 1 or large N) but much less accurate at the point at
which the angle of the plot changes (here around N = 14
or N = 16). The point of maximum error can be precisely
predicted, following our previous research [6]. If an accurate
solution is required at these points then stochastic simulation
could be employed within the PEPA eclipse plug-in.

Obviously the queue length increases as more client pairs
join the system for both cases. In the case of r,; = 0.5 and
rp2 = 0.2, number of waiting jobs is always larger than the
other case, as the average service rate is lower. In addition,
the queue length of this set of parameters increases faster,
this because the slower server is proportionally more heavily
loaded as demand increases.

Figure 2: Average queue length varied with population size
calculated by the ODE, r, = 1y = rgq1 = 1y = T2 =
Tgh =Tga2 = 1,7y = 0.0, K =1

Following the random observer principle of queueing the-
ory (see [13] for example), the average response time can be
calculated. If the random observer sees a free server, then
the average response time will be the average service time,
i.e. there is no queueing. However, if the random observer
sees all the servers busy, then the average response time will



be the average service time plus the time it takes for one
server to become available (including scheduling the other
jobs waiting ahead of the random observer).

W(N) = i,L(Nfl)Jrng
P
1 LIN-1)+1-K

N) = —

W) rp+ Kr,
LIN-1)+1
=— — LIN-1 1>K

Kr, I )+1>

The above equations have been adopted to calculate average
response time varied with system capacity by individual ser-
vice behaviours in Figure 3. Here W (1), W (3) and W (5) de-
notes the response times for the three responding actions by
the TTP in the protocol, with the rates 71,7, and 7p2 respec-
tively. These are equivalent to the derivatives ABy, ABj3 and
ABg5 in the PEPA model. Clearly, the average response time
for the first job type is slightly larger than third one (ABs)
and smaller than for the second job type (ABj3), because of
the ratio between response time and responding rate. How-
ever, the average response time of all three job types grows at
the same rate. The reason is obviously that the time for pro-
cessing all the requests already within the queue is the same,
only the time to process the arriving request differs. Thus,
the difference between the response times of these three re-
sponse actions is a constant.

three responding actions by the TTP in the protocol, corre-
sponding to AB1, ABs and ABj5 in the PEPA model. In each
set of curves, a larger service rate results in a smaller number
of waiting customers. Generally, there are fewer jobs wait-
ing if more servers are being provided (obviously). Never-
theless, the number of the first type of waiting jobs (L1) with
four TT P servers catches number of second type jobs with
two T'T'P servers when N = 145, as they are the slowest
and fastest one in each set respectively.

45
40 A
| — Wi, r,:=0.5, rp=0.2
35 ---Ws, rm=0.5, rp=0.2
30 - -~ W, r;=0.5, rp.=0.2
——Wha, rp:=0.4, r=0.3
W(N)25 T |—Ws m=0.4, =03
20 A ——Ws, 1p:=0.4, rp.=0.3
15 1
10 A
5 4.
0 — T T T T T T T T T T T T
1 3 5 7 9 11 13 15 17 19 21 23

Figure 3: Average response time varied with population size
calculated by the ODE, r, = 141 = rgq1 = 15 = Ty2 =
Tgb =Tga2 = 1,7 = 0.01, K =1

It is also interesting to note that the differences that occur as
we alter the rate of the second and third response action. This
difference between the two sets of curves is quite significant,
far more so than we might naively expect. The initial stage
(N =1 ~ 6) of the average response time of the first type
of jobs (W (1)) becomes larger as response rate decreases.
Nevertheless, all three job types tend to respond quicker than
the first set as IV increases, because the average service time
(1/rpl + 1/rb + 1/rp2) is decreased, and the proportion of
this type of request waiting at the 77 P is smaller.

Multiple servers can be analyzed, as illustrated in Figure 4.
Here, L(1), L(3) and L(5) denote the queuing lengths for the

50
45 4 —K=2, L1
40 4 - K=2, Ls
---K=2, Ls
35 1 ---K=4, b
30 4 K=4, Ls
—K=4, Ls

L(N)25 -
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Figure 4: Average queue length varied with population size
with different number of servers calculated by the ODE, r, =
T4l = Tgal =Th = T2 = Tgp = Tga2 = 1,7p1 = 0.5,7p2 =
0.8,7, =0.01

CONCLUSION AND FUTURE WORK

In this paper, we have showed how functional rates can
deal with the unintended behaviours in the system, and
introduced a novel approach to specify and analysis a PEPA
model of a non-repudiation protocol with functional rates
using PEPA eclipse plug-in. Although this tool cannot
directly solve PEPA model with functional rates, a CMDL
format model can be generated which can use functional
rates and is supported by the tool with time series analysis.
The PEPA eclipse plug-in includes ODE analysis and
stochastic simulation, which are very scalable approaches,
and applicable for a large class of models. Some numerical
results have been presented which benefit from the func-
tional rates specification.

There is still a limitation, in that the average response time
calculation with different service rates at the 77T P with
multiple servers cannot be calculated exactly. In this case, in
order to obtain the response time, the time it takes for one
TTP server to become available should be calculated first.
However, in FCFS queueing this requires us to know the
queued order of the requests, which is clearly infeasible. We
can only obtain the response time for three responding rates
when there is a single 7T P server. Thus, the waiting time
for an arriving request is the time for a single 7T'P server
to respond to all the requests in the queue, which does not
require any knowledge about the order in which requests are



queued. This remains issues of further investigation.

The work presented here forms part of an ongoing investiga-
tion into techniques for modelling and performance analysis
of security protocols. The motivation for this work is the
need to be able to investigate the trade-off that often exists
between providing a secure environment and one that meets
its temporal requirements. In the continuation of this investi-
gation we will consider further protocols with more complex
behaviour, e.g. multiple authentication parties and broadcast
mechanisms.
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