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ABSTRACT
The Internet of Things (IoT) is the integration of a large number of

autonomous heterogeneous devices that report information from

the physical environment to the monitoring system for analytics

and meaningful decisions. The compromised machines in the IoT

network may not only be used for spreading unwanted content

such as spam, malware, viruses etc, but can also report incorrect

information about the physical world that might have a disastrous

consequence. The challenge is to design a collaborative reputation

system that calculates trustworthiness of machines in the IoT-based

machine-to-machine network without consuming high system re-

sources and breaching the privacy of participants. To address the

challenge of privacy preserving reputation system for the decen-

tralized IoT environment, this paper presents a novel M2M-REP

(Machine to Machine Reputation) system that computes global

reputation of the machine by aggregating the encrypted local feed-

back provided by machines in a fully decentralized and secure way.

The privacy of participating machines is well protected such that

machines or analyst would not learn any information about the

feedback score provided by the participating machines other than

the �nal aggregated statistical score. We present a decentralized

reputation aggregation system for two scenarios: a semi-honest

(honest-but-curious) setup where machines are trustworthy in pro-

viding feedback but are curious to learn sensitive information about

the collaborating machines, and the malicious model where ma-

chines not only try to learn the sensitive information of partici-

pants but also do not follow the protocol speci�cation in providing

feedback. We analyzed the security and privacy properties of the

M2M-REP system for di�erent adversarial models.
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• Computer systems organization → Network Security; Internet

of Things, Machine 2 Machine; • Networks → Network Security,

Privacy;
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1 INTRODUCTION
The Internet of things (IoT) is the internetwork of connected devices

that are mainly used for monitoring the physical environment and

reports monitored events to the administrative/analyst systems for

the detailed analytics and meaningful decisions. Recent statistics

on the IoT future forecast shows that there will be around 50 billion

IoT devices for 7.6 billion people (around 6 devices per person)

[1] around the globe. In IoT network, the things can be sensors

(embedded in smartphones), machines, actuators, smart devices,

smart phones or even the human beings. Machine 2 Machine (M2M)

communication becomes the central part of the IoT network as

machines can directly communicate with each other, and can also

provide on demand value added service (video content, suggesting

maps etc.) to the end-users. The M2M connections across the globe

are increasing at the rate of 25% per year from 2015 to 2020 [2], and

there will be more than one billion M2M devices by the year 2020.

The unprecedented growth of M2M connections has also at-

tracted malicious users and intruders to attack the unsecured IoT

devices for distributing unwanted malicious contents such as spam,

malware, and viruses [3]. Moreover, the intruder could also get

control of devices and sends false observations about the physical

world to the central monitoring room or other machines that might

have disastrous consequences. In order to provide secure services

and safeguard the open Machine to Machine network to be used for

malicious activities, there is a strong need to have a trusted system

that can e�ectively identify the misbehaving machines without

the use of trusted centralized system for analytics and decisions. It

is important for the M2M devices to monitor the communication

behavior of other devices and assign trust scores to them based on

their past interaction so to identify misbehaving machines in a col-

laborative way [4]. The trust and reputation systems could identify

the malicious machines by incorporating the collaboration among

the machines in the network. However, the reputation system needs

to have the following properties: 1) It must protects private infor-

mation of collaborating machines, so that a large number of users

participate in collaboration without having any threat to their pri-

vacy, 2) it must not require any trusted centralized system to which

the feedbacks scores are exchanged for the aggregate statistics, thus

performing computation in a completely decentralized fashion, and

3) it does not incur excessive system and network resources.
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To address these challenges, this paper describes an M2M-REP

(Machine to Machine Reputation) system that computes the trust-

worthy score of machines in the network by aggregating the private

feedback provided by participants in a completely decentralized

and secure way. To this extent, the participating machines �rst

assign a feedback score to its directly interacted machines based on

their past transactions, and second exchanges cryptogram of the

feedback score to the public bulletin board. The reputation aggre-

gator/analyst or any other machine in the network then computes

the global reputation of any machine by multiplying the feedback

cryptograms assigned to the machine in a multi-party computation

system. Speci�cally, we present the system for two scenarios: 1) a

semi-honest model – where machines provide honest feedback but

are curious to learn the private information of participants and the

relationship network of machines and its users, and 2) a malicious

model – where machines provide false scores (out-of-range value)

to have a high �nal reputation score for some machines. M2M-REP

system is novel in the following aspects. First, it allows each ma-

chine to submit the feedback in one of three values – negative (-1

means non-trustworthy), positive (1 means trustworthy), or not

sure (0 means not interacted)– as a cryptogram to the bulletin board.

Second, it constructs an e�cient zero-knowledge proof to prove

that the provided feedback is either 0, 1 or -1 thus e�ectively ex-

clude machines providing out-of-range value in the �nal reputation

score. Third, the bulletin board is completely decentralized and is

available all the time, thus minimizes the single point of failure. The

M2M-REP system does not require participants to remain on-line

during the aggregation process. The proposed approach is e�cient

in terms of computation and bandwidth complexity for the hon-

est but curious model, and has slightly high computational and

bandwidth overheads for the malicious model because of use of

non-interactive zero knowledge proof.

The remaining part of the paper is organized as follows. Section

2 presents the representation of the M2M network as a social net-

work of machines and formalizes the problem de�nition. Section

3 reviews existing work on the reputation in M2M and P2P (peer

to peer) networks. We introduce the new M2M-REP system for

semi-honest and malicious models in a Section 4. In Section 5 we

analyze the security and privacy properties of the proposed system.

Finally, we conclude the paper in Section 6.

2 PRELIMINARIES
In this section, we describe preliminaries that allow us to describe

and analyze the proposed system in Section 4.

2.1 Graph Representation of M2M Network
The M2M network can be represented as a directed weighted graph

network G (N ,E,W ) as shown in a Figure 1, where N represents

the identity of the machines in the network, V represents the edge

between machines only if machines have interacted least once, and

W represents the weighted trust relationship between machines

based on their past transactions history. The edge can be either

directed inwards (machines providing services) or can be directed

outward (machine asking for the services). In a directed graph the

sum of inward edges and outward edges is termed as an in-degree

and the out-degree of the nodes. The weights on edges between

Figure 1: The representation of M2M Network as a Graph
Network with local trust scores 1 and -1.

nodes are computed after the completion of a transaction and can

be either 1 (trusted interaction), -1 (untrusted interaction) or 0

(uncertain or no interaction). The graph presented in a Figure 1 can

be represented as a sparse adjacency matrix.

Mi j =



connected ; if Ni interacted Nj

non − connected ; Otherwise

(1)

2.2 Problem Statement
Suppose there is a M2M network of n (N 1,N 2, . . . ,Nn ) machines

interacting with each other. Each machine in a network evaluates

the trustworthiness of it’s directly interacted machines and assigns

direct trust based on the outcome of transactions. Consider a trust

matrix M = (vi j ), where (i, j ) ∈ N , vi j is the direct trust score

assigned by the machine i to the machine j . The direct trust matrix

can be represented as a matrix:

M =

*.....
,

v11 v21 v31 · · · vn1
v12 v22 v32 · · · vn2
...

...
...

. . .
...

v1n v2n v3n · · · vnn

+/////
-

(2)

The trust value vi j assigned by the machine Ni to machine Nj can

have one of the following three values:

vi j =




−1; if Machine is not trustworthy

1; if machine is trustworthy

0; if the status is uncertain or not interacted

(3)

There are some machines that want to have interactions with un-

known machines; however, without having any information about

the behavior (reputed or non-reputed) of a machine towards oth-

ers, the machine may hesitate to have interaction with the un-

known machine because of fear of receiving malicious content from

the untrusted machines. There is a global trust vector represent-

ing the global reputation or global trustworthy scores of machine
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R = (t1, t2, . . . , tn )
′

such that each ti ∈ [1,h],∀i ∈ [n], h being a

small integer. The global trust vector represents the aggregate trust-

worthiness of machine as perceived by machine behavior towards

other machines. The problem is to compute the global trust vector

of the machine by aggregating the feedback score assigned to the

machine by other interacted machines in a completely secure and

private way. The challenges in the design of such reputation aggre-

gation system for distributed M2M network are three folds: 1) the

computation complexity and communication overheads required

for computing the global reputation should be small, 2) the repu-

tation aggregation process ensures that the privacy of machines

taking part in providing feedback is well protected, that is the local

feedback provided by machines would not be revealed to any other

entity, and 3) the feedback of machines should also be included in a

�nal reputation aggregation process even if the machine is o�-line

at the time of the aggregation process.

2.3 Adversary
In this paper, we develop a system for the honest but curious ma-

chines and the malicious machines models. Honest but curious

machines operate according to the protocol speci�cation, always

provide honest feedback to the bulletin board, however, these ma-

chines try to infer the feedback values provided by the participants.

Further, adversary in curious model also try to infer the relationship

network of participants i.e. who communicates with whom. The

malicious adversary model has two objectives: 1) participants do

not provide the honest feedback (for example, provide out-of-range

high or low feedback values to machines in order to make the ag-

gregation incorrect), and 2) adversary in this model try to infer

relationship network and feedback scores of target participants.

2.4 Privacy
Privacy in M2M reputation systems is twofold; 1) the feedback or

data provided by the collaborators is not revealed to any other

trusted third party system or participating collaborators, 2) the

feedback scores are encrypted such that they cannot be used to

infer the relationship network of participating collaborators. The

privacy preserving reputation aggregation protocol ensures that

feedback values or private information would only provide aggre-

gate statistics without knowing the individual feedback score. Let

x be some private feedback score which is held by the machine and

exchanged to the bulletin board as the input for collaboration. The

bulletin board, aggregator, adversary and machines are considered

as preserving the privacy of collaborating machines if no entity can

learn the feedback score or infer any information apart from the

aggregated reputation score of participants.

3 STATE OF THE ART
We review the literature in two aspects; �rst, an M2M network,

and second the P2P (peer to peer) network. In M2M communica-

tion, the secure aggregation is mainly studied from the perspective

of smart reading. In [5], authors proposed two trustworthiness

management models for detecting the malicious objects in an IoT

network. In the �rst model, each object computes the trustwor-

thiness of other objects on the basis of its direct interaction, and

in the second system information about each node is distributed

and stored using the DHT (Distributed Hash Table) structure so

that any object can have the same information for the aggregate

behavior. In this approach, the direct feedback could be revealed

to other machines thus disclosing social network of machines. In

[6], authors proposed two approaches for protecting privacy and

feedback of participating nodes while computing trust and reputa-

tion of the nodes. The �rst approach is based on PKC (Public Key

Cryptography) and uses an additive homomorphic system to pro-

tect the integrity of feedback provided by the participating nodes,

and the second approach is based on the additive pallier-crypto

system. However, the e�ciency of schemes relies on the trustwor-

thiness of participating nodes i.e. nodes are honest in providing the

correct feedback. The �rst scheme achieves better computational

e�ciency, while the second one provides greater security at the

expense of a higher computational cost. In [7], data from the smart

grid application is aggregated by having the concentrators in the

neighborhood of smart grid network. In [8] authors present a de-

centralized auction system for the cyber-physical systems, but they

have not provided any security and privacy aspects of machines

participating in the auction for the speci�c task. In [9] authors pro-

tect the privacy of reading data by anonymizing the smart metering

data, and submit it to a third party arbitrator; however, anonymized

data is subject to de-anonymization by correlating information

from multiple sources [10]. A non-trusted aggregator can evaluate

the sum of user’s feedback value without imposing any limit on the

number of participants [11]; however, it requires a large number of

encryption keys to manage the individual feedbacks and decryp-

tion of encrypted reputation scores. In LotS [12], the privacy and

anonymity of information provided by the participating nodes are

maintained using cryptographic approaches based on the voting

approach. However, the approach includes the feedback from both

legitimate and malicious nodes in evaluating the �nal trust score

of the nodes.

Several decentralized and distributed systems have been pro-

posed for reputation aggregation and management in a P2P net-

work. In [13] a decentralized system is proposed for aggregating

the reputation of users in a P2P network; a malicious user, however,

can easily track activities of others by assigning speci�c reputa-

tion scores. In [14] a secure homomorphic crypto-based system is

proposed that ensures the privacy of users while computing global

reputation of the users. In [15] an Eigen trust algorithm is proposed

for aggregating the feedback scores provided by peers in a decen-

tralized P2P network. However, in Eigen trust algorithm, the scores

of feedback are known to the nodes participating in the aggrega-

tion process. Furthermore, the participating nodes also know who

is communicating with whom, and nodes need to remain on-line

during the aggregation process. In [16, 17] a decentralized privacy

preserving reputation protocol is proposed for the reputation aggre-

gation under the malicious adversarial model. The protocol operates

in two steps: �rst, it requires the feedback from the certain honest

providers, and second, it aggregates the feedback in a decentralized

manner. However, having a set of pre-trusted users is not always

feasible. It is important to have a system that is not dependent on a

set of pre-trusted peers. In [18], another decentralized reputation

system is proposed but it requires a trusted module chip at each

participating agent or peer.
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Notation Meaning

N1,N2, . . . ,Nn machines

NIZK non-interactive zero knowledge

G cyclic group of p elements in

which DDH problem is hard

[n] the set {1, 2, . . . ,n}

[a,b] the set {a,a + 1, . . . ,b}

bae nearest integer of a

(xi1,xi2, . . . ,xin ) private key of Ni
(дxi1 ,дxi2 , . . . ,дxin ) public key of Ni
(дyi1 ,дyi2 , . . . ,дyin ) restructured key of Ni
V ′i =

(vi1,vi2, . . . ,vin )
′

local trust vector of Ni

M the matrix [V1 | |V2 | | . . . | |Vn]

R (n × 1) global reputation vector

T ′ (n × 1) updated global reputa-

tion vector for next cycle

Table 1: Notations & abbreviations Used in the design of
M2M-REP.

4 M2M-REP: SYSTEM FOR REPUTATION
AGGREGATION IN AN IOT-BASED
MACHINE TO MACHINE NETWORK

In this section, we present the architecture of an M2M-REP system

and detail the procedure for aggregating the local feedback under

honest-but-curious and malicious models.

4.1 System Architecture
The M2M-REP system is a decentralized system that computes rep-

utation of machines without any third party trusted centralized

system or setup. The block diagram of the M2M-REP system is

presented in a Figure 2 which mainly consists of two major compo-

nents: the machines that are providing services and communicating

with other machines, provide feedback values; and the decentral-

ized public bulletin board that holds encrypted feedback and the

non-interactive zero-knowledge proof reported by the participat-

ing machines. The M2M-REP system requires that feedback values

should be posted to bulletin board in the encrypted form such that

no one having access to feedback scores can decode them to learn

the actual scores of machines for the other machines. Each collabo-

rating machine reports the encrypted score to the bulletin board

and their associated non-interactive zero knowledge (NIZK) proof

to prove non-interactively that feedback is indeed 1 of the three

values (0,1,-1).

4.2 Protocol Description
The reputation aggregation mechanism of M2M-REP system is

based on the semantics of a decentralized open-vote protocol [19],

originally designed for the decentralized self enforcing and veri�-

able e-voting that conducts elections without trusted third party. In

[19] a group of n voters secretly compute a �nal tally T =
∑n
i=1vi ,

where vi ∈ {0, 1} is the secret input of voter Vi ,∀i ∈ [n]. However,

we modify the scheme presented in [19], so as to incorporate three

Figure 2: M2M-REP system architecture. Machines assign di-
rect score to other machines whom they interacted. The en-
crypted feedback are then sent to feedback reporting bul-
letin board. The reputation is then aggregated without re-
vealing the trust scores.

values that are vi ∈ {0, 1,−1}, and also modify the zero knowledge

proof for 3-out of one value.

4.3 Protocol Assumptions
Let G be a �nite group of p elements in which Decisional Di�e-

Hellman (DDH) problem is hard to compute. Let д be a random

generator of G. There is a publicly accessible append only bulletin

board to which the collaborating machines report their encrypted

feedback and the NIZK well-formedness. A collaborating machine

authenticates every message it uploads to the bulletin board by

digitally signing the message. We assume that the machines have

only append & read’ access to the Bulletin Board (BB) over the

authentic channel. Further, we assume that machines are only pro-

viding feedback for the machines whom they have interacted any

time in the past.

4.4 Protocol Operations
The reputation aggregation process in a M2M-REP system consists

of three steps: 1) the participating machines generate the secret and

public keys, keeps the secrete key to themselves, and publish public

key on the bulletin board. 2) the participating machines then �rst

compute the restructured key from the public keys, and secondly

encrypt the feedback using private key and the restructured key, and

publish cryptograms along with NIZK proof to the bulletin board

(BB), and 3) computing the global reputation vector by multiplying

the published cryptograms. Each of these steps are detailed as

under:

4.4.1 Generating Public Parameters and Providing Feedback. Let

us assume there is a M2M network comprisingn machinesN1,N2, . . . ,Nn .

Every machine Ni , i ∈ [n] holds a feedback trust vector Vi =
(vi1,vi2, . . . ,vin ), wherevi j ∈ {−1, 0, 1} as represented in equation

3. The global reputation of the machines can be represented as a

vector of score R = (t1, t2, . . . , tn ). ti ∈ [1,h],∀i ∈ [n]. If machine

is appearing for the �rst time, then value of ti for such machine is
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initialized with 1. In equation 2 the columns of the matrix Mnxn are

the local trust vectors (feedback scores) held by the n machines, that

is M = [V1 | |V2 | | . . . | |Vn]. All the collaborating machines collabo-

rate secretly for computing the temporary global reputation vector

R′ = (R′
1
,R′

2
, . . . ,R′n ), where R′j = b

∑n
i=1 Mi j ∗Ri∑n

i=1 Ri
∗ (h − 1)e,∀j ∈ [n].

The updated global reputation vector T ′ = (t ′
1
, t ′
2
, . . . , t ′n ) for the

iterative process (next aggregation cycle) can be computed as:

t ′i = 1 + R′i (4)

The feedback phase has two phases. In phase I, each machine

Ni , i ∈ [n] chooses a random secret key Xi = (xi1,xi2, . . . ,xin ) ∈R
Znp . It keeps the secret key Xi = (xi1,xi2, . . . ,xin ) and publishes

the corresponding public key Pubi = (дxi1 ,дxi2 , . . . ,дxin ) on the

public bulletin board. In the second phase, each machine Ni , i ∈ [n]
computes a ballot Ci = (ci1, ci2, . . . , cin ), where the value of each

ci j is computed as following:

ci j = д
xi jyi jдtivi j (5)

In this phase, the machine Ni also generates дyi j , a restructured

public key as following:

дyi j =
i−1∏
k=1

дxk j /
n∏

k=i+1

дxk j ,∀j ∈ [n] (6)

where yi j is

yi j =
i−1∑
k=1

xk j −
n∑

k=i+1

xk j (7)

дyi j =
i−1∏
k=1

дxk j /
n∏

k=i+1

дxk j (8)

As the values of дxi j are available publicly on the bulletin board,

Ni can compute дyi j for all j ∈ [n] without calculating yi j . Hence,

machine Ni can compute ci j as following

ci j = (дyi j )xi jдtivi j (9)

The machines also provide NIZK (non-interactive zero knowledge

proof) to ensure that the feedback provided by Ni is one of the

three values(0,1 and -1). The NIZK proof consists of a witness to

the fact that ci j ∈ {д
xi jyi j /дti ,дxi jyi j ,дxi jyi jдti }. The construction

of this proof is discussed in the Appendix. Ni posts on the bulletin

board Ci and PWi j [·] for all j ∈ [n].

4.4.2 Global Reputation of Machine. Once the encrypted local

direct trust of machines are reported to BB, anyone (Network Man-

ager, aggregator, system administrator or any other machines) can

compute global reputation score of the particular machine or all

machines in the network as R = (R1,R2, . . . ,Rn ), where the value

Ri is computed as following:

lj =
n∏

k=1

ci j (10)

=

n∏
k=1

дxk jyk jдtk ∗vk j (11)

= д
∑n
k=1 xk jyk jд

∑n
k=1 tkvk j (12)

n∑
k=1

xk jyk j =
n∑

k=1

xk j (
k−1∑
m=1

xmj −

n∑
m=k+1

xmj ) (13)

=

n∑
k=1

∑
m<k

xmjxk j −
n∑

k=1

∑
m>k

xmjxk j . (14)

n∑
k=1

∑
m<k

xmjxk j =
n∑

m,k=1,m<k

xmjxk j (15)

=

n∑
m,k=1,m>k

xmjxk j (16)

=

n∑
k=1

∑
m>k

xmjxk j . (17)

As,

n∑
k=1

xmjymj = 0 (18)

Thus,

lj = д
∑n
k=1 tkvk j = дuj (19)

Since, uj ∈ [0,nh], a limited brute force search on lj would yield

uj . Then, the aggregator can compute Ri = b
ui (h−1)∑n

j=1 tj
e and updates

global trust vectorT ′ for the next aggregation cycle using equation

4.

4.4.3 Feedback Verification Under Malicious Machines. The ver-

i�cation of correctness of the feedback received at the BB is the

fundamental step of the M2M-REP system, as it prevents machine

to provide extremely high and low false value about other machines

in order to disrupt the system. This would also prevent malicious

machines to assign high trust scores by making the arti�cial so-

cial circle. M2M-REP provides veri�cation by checking the values

of zero knowledge proof that provides information whether the

reported local trust is −1 or 0 or 1 in a non-interactive way and

without learning the value of feedback.

Each encrypted feedback is of the form ci j = д
xi jyi jдtivi j , where

дxi j ,дyi j is provided on the bulletin board, vi j is −1 or 0 or 1, and

ti comes from the global trust vector T . Here we discuss how each

machine can construct a NIZK proof PWi j [ci j : д
xi j ,дyi j , tj ]. This

proof consists of a witness to the fact that exactly one of the three

statements below is true:

1) ci j = д
xi jyi jдtj

2) ci j = д
xi jyi j

3) ci j = д
xi jyi j /дtj

where д,дxi j ,дyi j and tj are public. This is a 1-out-of-3 statement.

Let us assume that the �rst statement is true, that is ci j = д
xi jyi jдtj .

Hence, the prover will have to provide a real proof for the �rst state-

ment and two simulated proofs for two other statements. For the

sake of clarity, we denote ci j ,xi j ,yi j , tj as c,x ,y and t respectively.

Hence, the prover has to prove that c = дxyдt , or дxy or дxyдt . The

prover chooses a random r1 ∈R Zp and computes a commitment

com1 = д
r1 , com′

1
= (дy )r1 . The prover chooses random challenges

ch2, ch3 ∈R Zp and two responses res2, res3 ∈R Zp and computes

4 commitments:

com2 = д
r es2 (дx )ch2 , com′

2
= (дy )r es2cch2

com3 = д
r es3 (дx )ch3 , com′

3
= (дy )r es3 (c ∗ дt )ch3
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Let the grand challenge of the NIZK statement be ch. The prover cal-

culates ch1 = ch − ch2 − ch3. Then the prover computes a response

res1 = r1 − x ∗ ch1.

The veri�cation equations are as below:

(1) дr ess
?

=
coms
(дx )chs

,∀s ∈ {1, 2, 3}

(2) (дy )r es1
?

=
com′

1

(c/дt )ch1

(3) (дy )r es2
?

=
com′

2

cch2

(4) (дy )r es3
?

=
com′

3

(c∗дt )ch3

If these six veri�cation equations are satis�ed, then the proof is

accepted. The total number of commitments of the proof is 6, the

total number of responses is 3 and the total number of challenges

is 3. Hence, the size of the NIZK proof is 12.

Similarly, NIZK proof can be generated for the two other cases,

that is for c = дxy and for c = дxy/дt .

5 SECURITY ANALYSIS OF M2M-REP
In this section, we analyze the security and privacy properties of

the M2M-REP system.

5.1 Security of M2M-REP
We analyze the security,privacy and correctness of M2M-REP sys-

tem for two adversarial modes: 1) a honest-but-curious model and

the malicious machine model. Additionally, the malicious machines

have the ability to colludes with others machines to �nd the trust

scores assigned by the target machines. Let us assume that the ad-

versary A colluded with k (N1,N2, . . . ,Nk ) number of machines.

The honest machines are {Ni : i ∈ [k,n]}. The adversary A ac-

quires the local trust values and the secret keys of the colluding

machines. In a Lemma 5.1 we prove that the adversary is only able

to learn the partial aggregated sum of the target honest machine

i.e

∑n
i=k+1 tivi j for honest machine j ∈ [n]. Lemma 5.1 proves that

M2M aggregation protocol would not allow adversary to correlate

information from the colluding machines and the aggregated sum to

infer the trust scores assigned by the target machine. Further, the ad-

versary also would not be able to infer the communication network

of the target machine. In nutshell, the M2M aggregation proto-

col in an SMC (Secure Multi-party Computation) setting achieves

the maximum protection of trust scores and relationship network

without the use of trusted setup and selection of trusted peers.

Lemma 5.1. Let us assume that the adversary A colludes with
machines in the set SA = {Ni : i ∈ [k]} for some arbitrary k . Let,

M =



v11 v21 · · · vk1 vk+11 vk+21 · · · vn1
v12 v22 · · · vk1 vk+12 vk+22 · · · vn2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
v
1k v

2k · · · vkk vk+1k vk+2k · · · vnk
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
v1n v2n · · · vkn vk+1n vk+2n · · · vnn



M ′ =



v11 v21 · · · vk1 v′k+11 v′k+21 · · · v′n1
v12 v22 · · · vk1 v′k+12 v′k+22 · · · v′n2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
v
1k v

2k · · · vkk v′k+1k v′k+2k · · · v′nk
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
v1n v2n · · · vkn v′k+1n v′k+2n · · · v′nn



Also assume that
∑n
i=k+1 tivi j =

∑n
i=k+1 tiv

′
i j ,∀j ∈ [n].The ad-

versary A will not be able to distinguish between the two bulletin
boards corresponding to the two sets of local trust valuesM andM ′.

The security of the M2M-REP reputation protocol under the DDH

assumption is proved from the Lemma that proves the security of

multi-party computation in assumption 2 . Hence, the protocol is

secure under the DDH assumption.

Assumption 1. [DDH assumption] Given д,дa ,дb ∈ G and a
challenge Ω ∈R {дab ,R}, it is hard to decide whether Ω = дab or
Ω = R.

Assumption 2. Letдai ,дbi , i = 1, 2, . . . , t be given. Also let, Ω1 =

(l1, l2, . . . , lt+1),Ω2 = (l ′
1
, l ′
2
, . . . , l ′t+1), where li = дaibiдmi and

l ′i = дaibiдni , i = 1, 2, . . . , t and lt+1 =
1∏t

j=1 д
ai bi

дmt+1 , l ′t+1 =

1∏t
j=1 д

ai bi
дnt+1 . Again assume, д

∑t+1
i=1 mi

c
≈ д
∑t+1
i=1 ni . Now, given Ω ∈

{Ω1,Ω2}, it is hard to decide whether Ω = Ω1 or Ω = Ω2.

Lemma 5.2. DDH assumption implies assumption 2.

Proof. According to the DDH assumption givenд,дai ,дbi ,дaibi
c
≈

R. Hence,дaibiдmi
c
≈ R

c
≈ дaibiдni ,∀i ∈ [t]. Hence, Ω1 = (l1, l2, . . . , lt+1) =

(дa1b1дm1 ,дa2b2дm2 , . . . ,

дatbtдmt , 1∏t
j=1 д

ai bi
дmt+1 )

c
≈ (дa1b1дm1 ,дa2b2дm2 , . . . ,дatbtдmt ,

1∏t
j=1 д

ai bi дmi
д
∑t+1
i=1 mi )

c
≈ (R1,R2, . . . ,Rt ,

1∏t
j=1 Ri

д
∑t+1
i=1 mi )

c
≈ (R1,R2, . . . ,Rt ,

1∏t
j=1 Ri

д
∑t+1
i=1 ni )

c
≈ (дa1b1дn1 ,дa2b2дn2 , . . . ,дatbtдnt , 1∏t

j=1 д
ai bi дni

д
∑t+1
i=1 ni )

c
≈ (дa1b1дn1 ,дa2b2дn2 , . . . ,дatbtдnt , 1∏t

j=1 д
ai bi

дnt+1 )

= (l ′
1
, l ′
2
, . . . , l ′t+1) = Ω2. �

Proof. Let us denote the compromised machines asN1,N2, . . . ,Nκ .

The election authority chooses the critical parameters for all the

compromised machines. This includes the scores and the secret

keys. So, the adversary A can compute the ballots for all the

compromised machines. Let us also assume that the secret key

of Ni is (xi1,xi2, . . . ,xin ) and the corresponding public key is

(дxi1 ,дxi2 , . . . ,дxin ). Hence the ballot of Ni , i ∈ [k + 1,n] will

be Ci = (ci1, ci2, . . . , cin ) when M is used as the matrix of lo-

cal trust values. We again assume that the ballot of Ni is C ′i =
(c ′i1, c

′
i2, . . . , c

′
in ) when M ′ is the matrix of local trust values. Here,

ci j = д
xi jyi jдtivi j and c ′i j = д

xi jyi jдtiv
′
i j
;∀i, j ∈ [n]. We know that

дxnjynj = 1∏n−1
k=1 д

xk jyk j ,∀j ∈ [n]. Hence, cnj =
дtnvnj

Kj
∏n−1
k=κ+1 д

xk jyk j .

According to the assumption

∑n
i=k+1 tivi j =

∑n
i=k+1 tiv

′
i j ,∀j ∈ [n].

Now, from assumption 2, we can say (ck+1j , ck+2j , . . . , cnjKj )
c
≈

(дxk+1jyk+1jдtk+1vk+1j ,дxk+2jyk+2jдtk+2vk+2j ,

. . . ,дxn−1jyn−1jдtn−1vn−1j ,
дtnvnj∏n

z=k+1 д
xzjyz j )

c
≈

(дxk+1jyk+1jд
tk+1v ′k+1j ,дxk+2jyk+2jд

tk+2v ′k+2j ,

. . . ,дxn−1jyn−1jдtn−1v
′
n−1j ,

tnv ′nj∏n
z=k+1 д

xzjyz j ) =

(c ′k+1j , c
′
k+2j , . . . , c

′
n−1j , c

′
nj ∗ Kj ). Hence the lemma holds. �
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5.2 Privacy and Integrity Analysis
We analyze the privacy of collaborating machines in two aspects:

�rst the adversary does not know the scores of the collaborating ma-

chines, and secondly, the scores on the bulletin board are unlikable.

Each machine can have the global reputation of other machines

from the public bulletin board, which could not be used in corre-

lation with local information or information from other colluding

machines to infer the local feedback values of the target machines

and their relationship network (which machine are connected with

other and exchange messages). The published feedback on the bul-

letin board is the valid score of either −1, 0,or1 in the following

format дxyдv for v = −1, 0,or1. The associated 1-out-of-3 NZKP

reveals nothing more than the statement of feedback correctness:

the v is either −1, 0or1. The encrypted feedback values ensure that

participating users would not learn anything about the feedback ex-

pects �nal aggregated reputation score. The aggregation protocol is

secure even if the number of feedback providers colludes with each

other. The �nal global reputation is public on the public bulletin

board, and it is impossible to ensure the privacy of feedback if ex-

ceptional all interacted machine of target machine collaborate with

each other, but this is the extreme scenario. The feedback values

are fully protected if adversary colludes with only a few interacted

machines of the target machine.

6 CONCLUSION
In an M2M network, machines not only reports events from the

physical world to the centralized analytic center for the meaningful

decision but also provide value-added services to the end-users.

These machines operate autonomously and do not require human

interaction for monitoring, analytics, and services. The compro-

mised or untrusted machines can be used to spread malicious con-

tent, can also report false information about the monitored environ-

ment, thus can have catastrophic consequences in certain scenarios.

The development of secure, reliable and privacy preserving reputa-

tion system can be an e�ective solution to identify the untrusted

and malicious machines in an autonomous Machine to Machine net-

work in a timely and secure way. This paper described an M2M-REP

system that enables machines or system administrators to securely

compute the global trustworthiness of machines in a complete de-

centralized and privacy-preserving way. The proposed M2M-REP

ensures that the machines or aggregator cannot learn anything

about the participating machines other than the aggregated global

reputation score which is not privacy sensitive. We presented the

model for the two scenarios: a honest-but-curious model and the

malicious model. The semi-honest model is more e�cient in terms

of computation and bandwidth requirement, whereas the malicious

model is expensive but provide an e�ective defense against the

presence of malicious machines. As a part of the future work, we

are intended in developing the pro-type of proposed system and

also incorporate the mechanism for personalized reputation aggre-

gation.
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APPENDIX
Key well-formedness
Here we show how a machine can generate a NIZK proof of knowl-

edge of xi j given дxi j . The prover generates a random r ∈R Zp and

computes a commitment com = дr . Let, the challenge of the NIZK

proof be ch. The prover calculates a response res = r −ch ∗xi j . The

prover publishes the commitment com and the response res . The

veri�cation equation is as follows:

дr es
?

= com/(дxi j )ch . If this equation is satis�ed, then the proof is

correct. The NIZK proof has one commitment and one response.

Hence, the size of the proof is 2. Computation of this proof requires

1 exponentiation and the veri�cation requires two exponentiations.
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