
Annotated bibliography on rely/guarantee
conditions

Cliff B. Jones

School of Computing Science
Newcastle University, NE1 7RU, UK

e-mail: cliff.jones@ncl.ac.uk

Health warning This note makes no pretext of being balanced: it is a
collection of references I have to hand and opinions on other people’s approaches
“may not be unbiased”!

It is also very hard (and I fail) to keep this note up to date. The most
exciting current issue is understanding the link between rely/guarantee thinking
and Separation Logic (see final section below).

For reasoning about sequential (non-concurrent) programs it is reasonably
standard to take [Hoa69] as reference point (that is exactly what is done in
the historical essay [Jon03b]); “Floyd/Hoare rules” for sequential programs are
compositional in a way that means they can be used in design (as well as post
facto verification).

It proved more challenging (cf. [Jon03a]) to achieve “compositionality” for
concurrent programs: [dR01] provides a detailed discussion and extensive refer-
ences up to the time of its publication.1

History

– In [AM71] the fact that two processes can interfere with each other’s states is
handled by constructing a single, equivalent, non-deterministic (sequential)
program (which needs a number of assertions related exponentially to the
size of the programs); the approach is in no way compositional because the
correctness of the two processes cannot even be considered until their final
code is available; furthermore, it implicitly makes an arbitrary decision about
atomicity.

– I think it is fair to say that the “Owicki/Gries” approach [Owi75,OG76] is
not compositional because, if the final Einmischungsfrei property does not
hold, a whole development might have to be discarded (this approach also
makes atomicity assumptions).

Rely/guarantee

– Rely/guarantee conditions [Jon81,MC81,Jon83b,Jon83a] offer one approach
to recording and reasoning about interference in a way which recaptures

1 The bulk of this discussion is in terms of shared-variable concurrency but the problem
of “interference” is also present with communication-based concurrency (as is argued
in [Jon03a]).



compositionality and puts atomicity decisions in the hands of the devel-
oper [Jon06]. Peter Aczel wrote a(n unpublished) note which cleaned up my
notation considerably [Acz82].

– A useful early report on applying rely/guarantee conditions on an industrial
problem is [WD88].

– After a significant pause, a significant number of PhD theses built on the
rely/guarantee ideas [Stø90,Xu92,Col94,Din00,BS01,Bue00].

– Within the temporal logic framework, the issue of compositionality is tackled
in [BKP84].

– Completeness was perhaps first tackled in an unpublished note by Ruurd
Kuiper [Kui83]; it is treated thoroughly in [Sti86,Sti88].

– The FOCUS method [BS01] combines rely/guarantee ideas with earlier ideas
of Manfred Broy.

– Other publications more or less related to rely/guarantee include
[Sta86,CJ00,GNL91,dR85,HdR86,Zwi88]

– Searching for ways to constrain interference (and thus reduce the num-
ber of places where one has to use rely/guarantee conditions) led to a
line of research (“POBL” or “πoβλ”) on concurrent Object-Based Lan-
guages [Jon93a,Jon93b,Jon94,HJ96]

– A useful reference which summarises both rely/guarantee reasoning and the
“POBL” approach is [Jon96].

– An examination of the notion of “atomicity” is given in [JLRW05] — see
also [BJ05a,BJ05b,Bur04,CJ07b].

– Machine checked proofs of soundness of both the Owicki/Gries approach and
that of rely/guarantee conditions are tackled in [Pre01,Pre03].

– Together with Joey Coleman, I have returned to proving the consistency of
rely/guarantee condition proof rules in [CJ07a,Col08].

– The development of Simpson’s “four slot” algorithm for “Asynchronous
Communication Mechanisms” is tackled in [JP08] (which will hopefully be
superseded by a journal version of [Jon09]).

– An examination of the role of auxiliary variables is to be given in a paper ti-
tled “The role of auxiliary variables in the formal development of concurrent
programs” being written for [JRW09].

Connections with “Separation Logic”

This is an exciting development — the “must read” thesis is [Vaf07] which intro-
duces “RG-Sep”. Ken Pierce’s Newcastle thesis tackles the connections between
rely/guarantee thinking and

At slightly greater length:

– Development [Bur72,Rey00,Rey02,OP99,IO01,ORY01]
– Description [O’H07,Bro07,OYR09]
– Particularly relevant [PB05]
– As yet unpublished [BA08]
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