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Extended Abstra ct 

Communica tion Architectures f or 
Distributed Systems 

F. Pan zieri 

SULI A - Si s temi Uomo Vacchina 
Via Ru ggero F8.uro 63 , 00197 Ramo. (It r.ly) 

A number of relia b i lity an d pe rforma nce i ssue s must be con­
s idered in order to provide clde c! u a t e corm!unica ti on s upport for 
distribut ed systems . This l e cture discus ses those issues , descri­
bes the design of a comn,unica tion a rchit e cture recently d eveloped 
a t the Computing Laboratory of the University of 
Newcastle upon Tyne , Dn d examine s how thos e i ' -. s ues have b een de alt 
with i n the design of thi s clrch i tecture . This «rchi tecture , fully 
described in /1/ , ha s b een clesigned in the first pl a ce for the 
constru ction of di s tribut e d c omputing s yst ems b a sed on high band­
width loca l a rea netv!orks , typified by the Cambridge Hing a nd 
Ethernet ; however, the a rchitecture has been designed s o. a s to 
allow its use a lso over multiple and varied dat a. communication 
facili t i e s , including v' ide a re a. networks . 

Communica tion protocols a nd communic ::,tion s oftwa re a rchitectures 
f or loca l a rea net'.'.'orks can diff er sienificantly from those found in 
other types of da ta com, unica tion f a cilities, such '-'.s wide <",rea net­
works . In general , wi de a rea networks operate over long dist a nces 
and are chHr a cterized by 101'1 b Lnd',·. id t h , high err or r a t e cen d a rbi tra­
ry to pologies which may require complex routing stra t egies. In con­
tra st , 10C8.1 netviorks such a s the Ca mbridge Ring and Ethernet opera­
te over shorter distances an d a re char :?c cterized by high bandv: idth 
c'.nd low error r 2.te ; furthermor e , the ir r ing "" nd bus tO TO olog ies gene­
r a lly require tha t minimc l routing a ctivity be performe d by the com­
wunication software. 

Thus , the designer of n l' t l"ork cOTI'!E'unica tion s oftwa r e c:'.n f ,o.ce 
t wo poss ibly conflicting requi rement s : (i) to exploit the charact e ­
r i s tic s of the loca l a re a net~ork , so a s ~o pr ovide a r plic~tions 

wi t h high performa nce , r Eli e:bl c interfa ces , a nd (ii) to m:? ke his 
conI!. unica ti on L~rchi t c cture us,-,b l e on b oth loc[..l <,nd -.'·!ide ar e a net­
works , s o a s to a id the development of distribute d applic, .ti on s that 
can operate on both types of n e t works . 
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In order to t,·,ke ccdv",nt age of the local a ce8. ne t v:ork pro perties, 
t he communication software for these networks may require the use of 
spec i a l-purpose protocols that provide a deqU<';,te inter-p~' ocess com­
munication facilities vi i t hout introducing the overhead enta iled by 
sophistici', ted flow control, routing and error handling str:ltegies, 
such a s those conventiono.lly implemented on wide area networks . Hori­
ever, the speci ::n-purpos e protocols used on one loc,'-l ~re G, netv!o:ck 
may no t be the most ap propria te on : ', c ifferent local ne t '.': ork, or on 
a 'Nide nr (: a netv·,' ork. 

One so lution to thi s probl em i s t o provi de ,; st , ,nd,'-.rd cOLlb,uni­
ca tion protocol tha t can operate both on different local netwo rks 
and on wide area networks. 'Ehis lecture argue s th",t this soluti on 
may introduce limitations due to wide area net work features in the 
design of the loca l area network software (e. g . }Jacket s ize limi-
tat ions , if an internet da tagram protocol i s chosen a s the st8.ndard 
protocol, or connect10n management overheads if a transport s e rvice 
protocol is chosen instead). ,n a lternative solution, which is di­
s cussed in this l ecture , is to define a uniform program interface, 
capable of being supported effectiv"ly by a wide va riety of COffi', U­

nication protocols a nd media. Th e; communication software supporting 
this interface, and the software tha t uses this interface to support 
distributed applica tions, C,in then be s tructured so as to take into 
account both the loca l area network pr'operties and its int ended usage. 
In particular, the proposed structuring confines the use of special­
purpose protocols to appropria te l evels of the communica tion archi­
tecture and, ,~t least in principle, wi thin a single network. ~'ore­

over, the a rchitecture i s capable of a ccomodating the use of wide 
a rea n etVlorks , and even sophistic ,o, t ed internetwork protocols, all 
without compromising the specificution or use of the uniform inter­
f a ce mentioned above. 

This approa ch c an be compar.ed to tha t proposed by the Interna­
tiom,l Standard Organiza tion for the Open Systems Interconnection 
(OSI) Reference Model. The OSI ~ode l consists of a seven level 
hierarchy of protocols that specifies the structuring of the com­
munica tions between systems int erconnected by a r bitrary ne t works . 
'L'his Model establishes the use of standard communication protocols 
at ea ch level of the h ierarchy in orde r to overco~e pos s ible hetero­
geneities between systems, and to survive technological changes. 
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In the des ign of the OSI l{odGl littl e empha s is ha s been placed 
on the requirements of the applications making us e of network com­
munica tions; in fact those a pnlica tions f a ll outside the s cope of 
the Model. In contra st, the approac h disCUEsed in this lecture in­
dica te s tha t, whe n the applica t ion renuirements are known, even in 
very general terms , it is also c,ppropr i a te t o design cOIDll.unication 
architectures which define adequate interfa ce s that meet thos e requi­
rement s , and ma ke use of sui t abl e protocols (po s ,;ibly s pe cial-purpose 
r 8.t her t h '-.n s t f1ndard) to support those interfa ces. 

i'hus , the architecture des cribed in this lec t ure ha s been deve ­
lope d according to thf follmwing two goals. Firstly, to provide di­
stributed applica tions with high-performance program int crf ,;.ces to 
local area ne t works , that exploit the high ba ndwidth a nd reliabili­
ty of the local n e twork, and minimize possible host operating system 
overheads, such a s those introduced by dat a copying and context 
swi t ching. In order to a id the portability of such distributed appli­
ca tions, the se interfa ces h ave been designed so the.t they can be cun­
veniently i mplemente d on any typ ,,, of d,::.t a communic21tion f l'.cili ty. 
Se condly, to ma ke av a ilable reliable, yet efficient, int er-process 
communica tion mechanisms that can be u~ ed to construct distributed 
s ystems wi t hout concern for a l a rge cl ass of corr~unicat i on errors , 
such a s thos e tha t ca n be cause d by ne t work f a ilure s or 'host crashes. 

These goals have b e en met by structurin,,' our architecture in two 
principal l eve l s of abstraction, introduced be low. The external pro­
gram int erfa ces supported by these t wo levels hav e been kept separate 
so as to enabl e the designers of distributed applications to choos e 
an appropria t e s ubset of the archit s cture t o cons truct the ir applica­
t i ons . The internal s truct uring of the ' architecture a llows for use 
of further l evels, hidden to the application, t ha t optimize commu­
nica tions by us ing, for example , d ifferent comrnunication protocols 
to perform different functions. 

'The lower l evel of this architecture ma inta ins the abstraction 
of a dat a gr am s ervice that enables applica tion processes to transmit 
a nd r eceive po s sibly very l arge de.tagrams. llhe actual communication 
protocols used to support this s ervice need not concern the applica­
tions; thus~this se r vice can be implemented on different data com­
munication facilities s o as to pr ovide what we have termed a Uniform 
Datagram Service (UDS) on those f acilities tha t shields distributed 
applications from the complexities of poss ibly differing communica­
tion interfac'es provided by t hose f a cilities /2,3/. 
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The UDS is surpor ted"s uffi ciently reliably" for the ell plica tion 
proc e~; s to be able to assume t ha t , wh(. n the tra nsmis s ion of B. da t G.­
gram terminates normally, tha t dr; t 8gr Hm has been delivered with a 
high probab ility of s u ccess . The de Bi gn of this part i cul :·' r type of 
se r vic e ha.s be en mot ivOJ-ted by the obserw',t i on tha t a l a rge C18.SS of 
d i stributed a pplications cnn be conveniently c onstrv.ct EJ d by utili­
~ing a deq ua t ely reliable ( a s opposed to "guaranteed r elia bl e ") da t&c­
gra m":'b as ed communica tion s . Such u. p plic"l.tions C('.n a l ways implement 
their ovm addition2.l reliability mecha nisms, if n e ces l' ury, an d in­
deed they will hav e t o do so in orde r to cope wi t h host reliabHit:i' 
a nd availabil ty problems (since even so-called "gua r anteed reliabJe' 
vil·tual circuit-based communic s.tions, for example, cannot prote ct 
a gainst p coblems introduced by ne t work or host crash es). 

The datagrc'.m se rvic e s.llows the use of very l a r g e d:,. tagrams , S) 

as to remove f rom the applica tion leve l the need for fragmentation 
an d re as s embly of l ",rge ds.t a objects. These are often ex pen s ive ope­
rations a s t hey c (? n involve Co. large number of context switches be­
t wee n the operating s ystem a nd the applica tion l evel. In Addition, 
this s ervic e is ma de a v a ilabl e via a small number of primitives C!1a­
racterized by so-ca lled "scatter-ga ther" f a cilities, which r educe 
the nUI!1ber of copy operations rec:uire d s.t the a p plication l evel to 
i mpl ement , for example , application-specific pr otocol s . To date our 
UDS has been implemented on different d ~ , t a comnlunica tion f a cilities 
(e. g . Cambridge Ring , Ethernet, asynchronous lines ) so (is to ma in­
tain a uniform program a ccess interface to those f acilit ies; an im­
plement ,' ti on for a wide area netl'.- ork i s also be ing currye d out. 

The h i gher l eve l of t he a r chitec ture consists of a r el i abl e Hemote 
Proc edure Ca ll (RPC) mechanism whi ch provides uniform a ccess to both 
local a n d remote objects distributed over the network. RPC s are a ve­
ry convenient means to enable "client" pro cesse s to invoke r emote 
s ervices fro m server proc esses in a distributed system. Conceptua lly, 
a very s imple protocol i s ne e ded to implement a n RPC mechani E;m: the 
client s ends it s s e rv ice request to the s e rver a s a ''ca ll'' me sS8.ge , 
and v.aits for a reply; the s e r ver receives the call mes E'",ge , performs 
the requested service, and s ends the r esult a s a "reply" message to 
the client. However , despite the (?,ppa rent simplicity of "uch c;. proto­
col, a number of reli E,.b:\.li ty issue s a re involved that require c::'r eful 
analysis dur ing the design phase . I n fact , an'" a dequat e RPC mechanism ' 
[!lust co pe effe ctively v;ith any re s i dua l unreliabilitie s of the under­
lying communication f ac ilities ( e . g . mesE a ge loss , duplication) , a nd 
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wi th probl ems ar1s1ng from crashe s of client or server nodes . For 
exampl e , unle ss preventive measur ef. a re ililpl em 'omte d ".i t hin the RE-'C 
me chani sm , it is po ss ible tha t 8 s e !ver, in the pr esE nce of s ome 
s uch ev ents, receive multiple !' call " messages for a <ingle invoca ­
tion by a client, thus g ivine r ise to superflous and unde s i rc'.bl e 
executions (often referred to a s "orphan" ex >c cutions) /4 , 5/ . 

The Ti PC mechanisr;; introduced in this lecture ha s be en designed 
to dee.l with these problems , particularly pos s ible crnshes of net­
work nodes and processe s. This mechanism implements remote calls 
characterized by "exactly once " s emantics , i. e. succe s sful t ermi­
na tion of a call implie s that exactly one execution of tha t call 
ha s taken pl a ce a t the serve r /6!~ 

The comrr.unicat ion architecture describe d in this l ecture ha s 
been used to support the devel opment of experimenta l vers i ons of 
the New c['. stle Connection /7/ , a soft ware sub s y stem that 2.l1o'NS the 
c onstruc tion of a distribut ed syst em, name d UNIX United, out of a 
number of physically interconnect ed UN IX (1) sys t ems. Thi s archite­
cture has proved very convenient in the deve lopment of this part icu­
l C'.r di stributed applica tion; however, we ",rgue t ha t it m2.y well ful­
fil the n e eds of a wide variety of distributed appl icat ions , and pro­
vide a s uitable ba sis for their implementation. 
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DISCUSSION 

During the lecture Dr. Panzieri was asked by Dr. Zimmermann what 
the improvements in network performance he quoted were re l ated to. He 
replied that for the PDP11/Cambridge Ring/BBP combinati on t~e 

improvements resulted from the addit i on of a UDS "adaptor", whe~eas 
for the Perq/Ethernet/ECMA the improvements were due to both a UDS 
adaptor and an implementation of the Basic Block protocol. The 
application from which the results derived was a simple 
request-response program. 

Another question on the UDS protocol came from Mr. Hood, who 
asked whether th~ performance improvements were due to the use of a 
better protocol or the addition of the scatter/gather mechanism. 
Dr. Panzieri replied that, for the PDP11, approximately 10% was 
attributable to the scatter/ g ather mechanism, the remaining 
improvement being due to the decrease in context switching, whe~eas 
in the case of the Perq the major improvement was due to the switch 
in protocol. 

When outlin i ng the orphan prevention mechanism Dr. Panzieri was 
asked by Dr. Larcombe whether there was a fixed deadline for orphan 
k il l i ng . Dr. Panz i eri stated that the deadline was passed as a 
parameter to the call. 

Professor Tanenhaum claimed that exactly once RPC semantics were 
impossible to achieve and gave a long example (involving valves in a 
chocolate factory!) supporting his case. Dr . Panzieri replied tel l ing 
Professor Tanenbaum that he had misunderstood (or forgotten) the 
definition of "exactly once" RPC semantics. 

Dr . Cohen wondered what wou l d happen if the "incarnation number " 
wa s lost . Dr. Panz ier i replied t ha t t hi s Hould :"lot occu r because the 
inca~~2til)r· \ ·iP.S saved on a s t able counter . 

D ~ . Lqrco rnbe e x pr essAd a wo ~~ y tha t some sort of sta ble cloc~ 
was in use, to which Dr. Panzier i replied that no sychronisation 
between si tes was involved. Dr. Larcombe asked who was responsib l e 
for increment i ng the incarnation number. Dr. Panzieri replied that 
each si te increments its incarnat i on number Illhen booted. Dr . Larcombe 
f urther expressed a concern that there might be some exchange of 
time-based data between asynchronous processes in the system. After 
some discussion Professor Randell pointed out that it was implicit in 
the mechanism that clocks could not go backwards. Professor Wells 
quest ioned whether clocks must go forwards, the reply to whic~ was 
that a strictly monotonic clock I,as assumed by the mechanism . 

Dr. Burkhardt stated that he appreciated that the model outlined 
gave higher performance, but that there was really two failure 
classes ; communication and site crashes. There was also an assumption 
in the model that there would be a stable configuration, this would 
not be true for systems using the OSI model. He wa s concerned that 
recovery from communication failures would occur at the applicat ion 
level which would lead to a decrease in performance . Dr. Panzieri 
noted these concerns. 
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After further discussion about the reli~bility requirements 
Professor Randell remarked that the concern must be with achieving 
high performance, with "adequate"" reliability, since 100% 
reliability would only be required in relatively few cases . 
Dr. Burkhardt replied that this was fine for LA~s but with Public 
Networks, where traffic schemes might not be known, the situation was 
different. He continued by giving an example of a Public Network of 
which initially provided a datagram service and eventually switched 
to a virtual circuit service to meet performance, and cli~nt, 
requirements. Apparently this was something that the academic world 
should recognise. 

A discussion followed on datagrams and timeout intervals. A 
pragmatic Professor Needham remarked that from his extensive 
experience of LANs, some using satellite links, timeout values did 
not matter if there was little chance of an error occurring. 

Professor Tanenbaum staten thRt Wide Area Networks were of 
little importance, particularly if the amount of traffic on LANs ann 
WANs were compared. He claimed that the level of traffic occurring on 
a LAN would be much greater than a WAN tr.erefore the model presented 
by Dr. Panzieri was the correct way to approach the issue and the 031 
model was wrong . 

An argument between the various WAN/OS1 and LAN factions 
resulted, which was brought to a halt by Professor Randell who 
thought this could be saved for another time . 
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