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A. Introd uction 

• The present lecture ;s aimed at formulating some thoughts r e lated to 
th e upper l ayer protocols in the following two respects: 

A good Hnowlodge of the appllcation s , or end user requlrem e nts. is 
key in a c h1evlng an eff1c1 e nt 5 y ~t em a rchitecture. 

To whi ch e x terlt one can hop e to de fine s tandardlz e d upper la ye r 
protoc o l s taking i nto a ccount th a t t hey would have to c op e with e x i s ti n g 
appl1c a t10ns. 

• A network is a part of a broa de r e nt1t y Wh1Ch c ould be referred to a s 
a "S ys tem" e ncompassing both t he c onn ec ti v it y and interworking c a pabilities. 
It seem s that the educ a t10n in computing and d a ta processing scienc e has 
emphasized for the last yea r s the s tUd y of wh a t 1S related to the 
conne c tivit y fUnctional set (routing algorithms. queuing theor y applied 
to the transmiss10n, data fl ow mech a ni~m 5 ... etc) putting asid e what is 
likel y be coming the most import a nt p a rt of th e sy s tem i.e. the 
int e rworking capabilit le s. 

As a matter of fact , the connectivity facilities are to be 
designed to work on behalf of the end u s ers (terminals end programs) 
which are the source and th e sink of the con veyed i nformation. As 
a con s e qu e nce, it is of a tremendou s int e res t to und e rstand in depth 
what the e nd user r equirement s a re in t e rms of communication facil ,t ies 
as th e y lead to make some critical d es ign cho1ces at th e underl y ing 
networking functional level. 

• The relationships between end users e vol ve d during the la s t y ears 
in su c h a wa y that the usual operator-ter min a l-progr a m dialogue. e v en 
if rem a ining the main part of the network tra ff l c . ha s be e n r e pl a c e d 
in part by more soph isticated e XChanges supporting progr a m to progr a m 
communications. What i s important to pOlnt out here is that a t e rmln~l 

ope rat o r, as a human being, is ca pable of handllng from hlS own comple~ 

operations whereas a program do es not h a ve the same fle~ibllity. 

As a first consequence, the advent of program to program 
communication needs enforces the s yst e m de s lgners to inv e nt more 
an d more sophisticated upper layer protocols permltting two coupled 
processes to speak with each other in a conSlstent way. 

As a secon d consequence, the advent of the so called "Distributed 
Processing" permitting seve ral processes to cooperate in orde r to 
achleve an atomic unit of work. in volving complex Data Ba s e 
structures and other resources, has introduced the requirement of 
powerful an d efficient synchroniz a tion / res y nchronization protocols 
which are l ikely today the ke y stone of the system software de s ign 
and development . 
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Furthermore, the recent requirements ~ddress\ng the world of "Op~n 

System Interconnectlon" h~ v e emph~slzed the need of ~ddltlon~l 

protocols so as to ~llow the couplIng 1n ~ more fleXIble w~ y of 
pro cesses belong ing to d1fferent s y stems from a manufacturer pOInt 
of vIew . Such cooperatIng processes have to dynamlc~ ll y underst ~ nd 

common sem~ntic sets conveyed by ~ common agreed upon transfer 
synt~x . 

An lmpO~!ant qucstl~n arlses now. Is an open system a r ch't~cture (, . e. 

appl YI ng to h~terog 0nQOU5 sY5 tcms) qUIte ~chlev~ble WIth r QsoQct to the 
varIous applIcatIon requIrements. theIr va r IOUS system ;mpl~mentat i ons 

un l ess d efI nIng its elf ~ ~l the proce5slng environment (1 .e . ~ ot on1 ' 
wha~ 1S related to the comm u n1catlon p~rt of it) what IS ob VIously 
be yond Its scope? To answer such a question is certainly a matter 
of deb at e In so far as eXIstIng ~pplJcatlons (Implementations) , 
in volving system and user COd Ing. are to be changed so ns to comply 
w,th them. 

According to thei r own Objectives, on the one hand the OSI architecture 
h~s been def ined in a down - top ~pp roach whIle the SNA (System Netwo r k 
Architecture) on the other hand has been maIn l y designed by r elyI ng 
on the ap pl Ication nCQds. The ECMA's DIPE <D l s tr1buted I nteractive 
ProcessIng En VI ronm ent), thouSh c l a i mIng for its compl'~nce WIth t he 
OSI arch1tecture, steudlly s t ates that the purpose of processing 
i s process1ng ltself not comm unIcation. The com~un,ca tlon pr otocols 
~re included because the processing 15 distrI buted but the y are not 
fund~mental to processing Itself. In this respect the DI PE st ru ctu re, 
Wh1Ch I S user or1ented should b 9 deSIgned by startIng f r om the 
co rr espon dIng top-down v lewp oln ~ speclflca ll y that of the des1gn e rs 
of d i stributed appllcat10ns not th~t of the commun ica tl0n englnee r. 

It would not be ve r y ad v isable to conclude as far what ;s the right 
app r oach. 

• Some addltion~l t h oughts about s y stem a r chItecture . 

In man y res pects, ~ny s ys tem a r ch It ecture can be thoug ht of as an 
axiomatlc <f or l nstance the Euclidean geometry> ~h1Ch IS in esse n ce 
more concerned with the relationsh1ps between the Objects lt 
def l nes than with the propertl es of the ObJects themselves. 
But unlike an axiomatic, a s ystem archItectu r e ha s to cope with 
the real world what means in the data processlng environment that 
the structural concepts ha ve to take ,nto account t he end user 
reqUirements. 

In this critical e xamin at Io n of the KAN T's "Cr1tique of the pure 
Reason't BER TRAND RUSSEL den ies the fact that "s y nthetic Judgments 
a prIori" are poss i ble . On the contrary. accord 1n g to h i m, any 
empirical propositlon relies on some ex p erIence and depends 
o n observational data . In other words, any "synthetiC judgment" is 
n ecessaril y "a posteriori". 

B. An overview of distributed processing environment 
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8 . 1 Some pr e l i min ur y d e ~ in' t ,o n s 

• D,str1buted Process lng i s t h e coop ur ~ t ;ve execution o~ comp u t e r 
progrDms which are disp e rsed i nto se p ~ r a t e computer s . Th e pr1 me co nce rn 
o~ distr i buted process1ng ;s pro c es s 1ng no t commu n 1ca t10n. 

• D1str1buted D ~ ta Processlng 1S ~ D a t ~ Proc ess1n g 1n Wh 1Ch some or 
~ ll o ~ the proce s sing. st orage ~nd cont r o l ~ unct1on5, 1n ilddltl0n t o 
i nput / ou tput functions il re sl t uated 1n d iff~ r en t pl ac es ~n d con nec t e d 
by tr C)nS t':'l 15 S10n f aci llt1 9S . 

• Interaction Pro cessing is, in it s br OD de s t sens e , a processin g 
whi c h depends on t h e tr ~ n sfe r ln ~o r m~t10n betwee n two or mo re 
partic i p~nt s by meilns of " sy nc hrono us " c onve r su t 10n s . 

8 . 2 Som e s t ruct ur ill conc e pt s 

Distrlbut e d Pro c e s s i ng in volves coord1n~t e d r e lat i on s hips b e tween 
two or more processes aimed at ac hl ev lng a g1 ve n p iec e of work. 

6.2.1 The bas i c ent i t y 15 th e r e l ati on shl p b e twe en two 
co o peratlng trans ac tion pro gra ms Wh1 Ch 1 S refe rr e d to a s a 
" co n ve rsatl0n" in th e SNA world o r a n "a ssoc i ~ t lon " 1n t he OSI world. 
Th e "a s soc i at i on" and "con versat, 0 n" m ~ 1n at tr lbutes a re: 

The c ommon agreed upon dialogue rule s bet ween t ho tw o co op e r il t l ng 
ent i ties 

Th e c ommo n l y understood application s e mant l c 
and the underl y ing transfer s y nta x . 

The common agreed upon synchron i z Dt io n r ul es i n o rd e r to main t al n 
the involved processing resources 1n a co he r e nt ~ t a t e . 

All those attributes are to some e x tent n e gotlat e d b e twee n the two 
partners at conversatlon / associat io n set up tlm e . 

A set of related con vorsat i ons /il ssociation s almed Dt a c hl ev ing. in a 
consistent w~ y a given p i ece oi work constltut es ~ "P roc es sing Tree". 

6.2.2 The unde~l y ing ent i t i es 

The associations / conversations rel y on underl y ing entitles pro v lding 
them with the requlred services ( see figure 1), 

What is of inte~est here to point out ; 5 as iollows: 

94 



AsSOc;~tlon/convers~tlon 1S ~lm e d ~t ~110w 'n9 two coupled 
tranSilction program lnst~nces pertalnlng to the s~ mC' or d I fferent node{s) 
to speak with each other. 

Sesslon s/ Session connections are almcd at ~llow'ng t wo dlfferent 
coupled nodes to com~unlcate w1th e ach other. 

The SNA seSS lon is seriall y r eus~ble whereas the OS1 seSSlon 
connectIon is not whut 150 a strong dr~wback f r om a performance and 
usabl1,ty sta ndpo int. 

The OSI ur~h'tecture, as an hctcr~SCn QOU5 system oriented 
tlrch,tecture has to comply wlt h flC'X lbll1t y r equi r ements 1n the 
program to pr ogram communlcat,on urea. It there fo r e emphasl z e s at 
assoclatl0n ~nd presentat10n connC' ction l evGl the role of protocols 
p ermitt lng two tr ansactlon progr am5 to handsh ~ke at appl1catl0n 
sem~ntlC l eve l ~s well as at transfer s y ntax le ve l. 

SNA . as a pri vate system archltecture. has not to face such 
needs. The transa ct lon programs are de slgne d to work together 
even if some common functl0nul capu b i llt l es are negotluble ut 
conve r satio n and session set up tlme. 

Th e OSI tr~nsport connection pro v 1des the session with an end-to-end 
node reliable transmissl0n pIpe (wha t is te r med here "Non dl s ru ptlve 
rout e sWltchlng") r el l evl ng the upper la y ers from an y conce rn with 
failures occu rrl ng at trtlnspo rt and netwo r k l e ve l . On the contr a r y. the 
SNA vlrtual route fililures a r e , 1n the state of the a r t . propcJgated to 
the upper l aye rs Wh1Ch ar e respon sibl e for mana9' 0 9 the recove r y . 

It app ea rs here that the 051 down- top de slg n approach l ed to s pl it 
up the communicatlon system fac1lit1es 1nto tw o parts WhlCh are one 
the one han d all whilt i s related t o pure tran spo rt "FUnctl0nal set. on the 
other hand what is clo se to the appl lcatlon functlonal set. 

The Top-Down SNA des i gn approach led to emphasl=e the role of what 15 
r elated to the application function~l set while lntQrestln g. f~om ~n 

histor ic al perspective, step by step to whut is ~eluted to p ure 
net~orkin9 functional set. 

B.3 Dis tributed P~ocessjn9 1n thp p e rsp ect1ve of th~ 051 rpf~r~nce 

model 

As got from f i gure s 2, 3. 4, 5 the 051 u rc hitec t ur e clearly states ~hich 
part of a process belongs to its sphere of interest (OS I environment) 
and ~h;ch part it is not c oncerned ~ith (Loc~l System En vi ronment ) . 
Such a cut ; s quite understanda ble in the perspecti ve of an heterogen eous 
s y stem architecture ~hose main obJectl ve is to perm1t e nd-to-end s y stem 
reliable communication Cth eoretlcal pOlnt of vi ew ). 

In fact, one can ask ~hether the pure iniormation process i ng (L.S . E) 
could not have any impact on the underl y ing layers. Pe~formance and 
usabilit y requirements, claiming for such capabilities as serially 
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reusclble seSSl0n connections, transm iss Ion prIorIt y . s ymmet r Ic 
respon sl bllit y for sett1ng up a new seSS10n connect10n o n (In (lv(lll(lblo 
transport connect io n undoubtedly ad vocute 1t wculd be deslruble to go u 
littl e beyond the bor der. 
Moreover we c~n guess from our know ledg o of ~ome 1mplemented appl1catlons 
t h(lt th e local system environment r e~ource protectIon mech~n15ms c ould 
helve D ~tron g impelct on the elrCh1tected synchrOn 1Zeltlon/resynchr onlZeltlon 
mec hDnlsms. But. whDt 15 meunt r e<llly by local system env1ronment 

B . ':' ;'5 ' ! I~chrcnou5 Clnd c,ynchronouc, d1stribute>c proc ('><:,c;,2..9 

It is useful so fur to d1 st 1ngulsh the usynchronous dlstr1b u ted 
process1ng from the synCh r onous one ~s the,r requ1rements Clre, f r om 
a system point of view . not the sarno . 

The asynchronous di strIbuted processing 15 r equi red b y muny upplicDtlons 
an d system serVlces including off1ce s ys tem, net~lork man Dge ment, 
transfer an d Job network1ng. It i s Chel r Clcte r 1z e d by the f ~c t thut 

f i 1 e 
, t 

relies on D delClyed delive r y trDn sm 1SS1on mode permitt1ng 1n most cases 
the requestor t o re try at will its work in so fur as t here Dre no resour c e 
concurrency co ntrol requIrements. There is u n 1n tere s t ing analogy to 
the p05tal system. 

The sy n Chr onous d1stributed process1ng is c hDr Dcte rlzed by the fact th Dt 
t he communIcatIng partn ers co nv er se in re ul time, respon ses if uny b ein g 
synchronized wit h requests. The d1fferent processes compete 1n sha r i ng 
pro cess 1ng resources what implIes th at cOf~ p lex resource concurrency 
control me c hani sms Dre required. An 1nter Fs~ 1ng ~nalo gy he re, is to 
t he telephon~ system. 

F1gure 6. though the comp a rison is not exhDust1ve. shows wh~t are the 
basic r e qulr e ments of asynchronous Clnd synCh ronou s dlstr ib ut ed processing_ 
As the most st r in gent requirement s. from a system standpo l nt. come fr om 
the synch r ono us d is tributed proce ss1n g we will focus on whut is 
re 'ferred to a s the distributed 1nter uctlve process1ng enVl ro nment . 

S.S Di s tributed Inter active ProC eS51nQ Env i ron m0nt : An ovrrV1ew 

B. 5.1 Conversation and processing tree 

The con versation is a relution sh ip establ lsh ed between two cooperating 
transaction programs which can be homed 1n the same or d iffe rent 
s y stem(s) in order to achieve a piece of work. A user TP c~n schedule 
the execut i on of its partner TP e i t he r explicitly or implicitly 
by us i ng appropriate protocols. The turget system will SChedule the 
required TP which is ident i fied by a transaction program name (TPN) 
or transaction code according to its own, locally defined, 
triggering mechan i sms. A basic concept is that the establishment of the 
dIalogue invokes a fresh instance of the destination TP , that i s to 
say whatever the properties of the destination program are (either 
reentrDnt or ser \ ally reusable or not reusable at all), it will 



run under control of a devoted task ~hut lnsures th e unlqueness 
of the couple dr;vlng task -runn lng program. It 1S ObV10US th ~ t 

many tasks can, at an y glven pO lnt 1n tlme, r u n t he same program 
e~ch instance of it 0~n1ng a un1que r unn1ng env1 r onmen t. 

According to the processlng requirements, the 10c a t10n of the 
1n vo l ve d resources, the dest1natlon TP can 1n turn schodule one 
or man y dest'n~t'on TP(s) ~hat leads, step by step, to bU1ld the 
so called "processing tree". The process1ng tree conslsts of a 
root (he lnltlator TP) coupled to ltS dlrect 5ubord1nate( ~) by 
con versat l ons ~hlCh are the "branche s " or "arcs" of ~he tree. 
Each fl r5t l ev el subord ina te can 1n turn ha v e lts own su bord 1na tes. 
etc. (see flgure 7) The "fres~ 1nstance " concept pr ec l u des a tree 
m~sked structure. 

6.5.2 Intercommunic a tion types of facil,ty 

Funct10n request s h1pp,ng: th,5 facility enables a TP to access 
a proce5s1ng resource (Da ta Bas e, queue, fl1e ... e tc ) owned by an 
other system 1n an lmplic1t wa y . By lmpli cit wa y 1S mea nt here that 
the TP s that access the remote re sou r ces are d eslgned and coded as 
if the resources ~ere owned b y the system in WhlCh the transaction 
'5 to run. Durlng execution, sy~tem functions ~re responslble for 
shipplng the request to the approprlate target system (see flgure 3) 

As y nChronous processing: th1S facll1ty enables a TP to ln1tiate a 
TP ln a remote s ys tem and to pass data to ,t. The d a ta can include th p 
name of a local TP that is to be In,t,ated by the r emote system to 
recelve the repl y if any. The requestlng TP and the destlnatl0n TP 
are runnlng lndependent from each other and no d1rect correlatlon 
between requests and replies is possibl e (see flgure 9). 

TrDns Dctlo n routlng: this facilit y enables a t e r m1nu l t h at is 
owned by one system to run D TP in another s y stem (soe flgure 10) 

D1stributed TrDnsaction Processing: this fuCl11ty enubles 
a TP to communicDte with D TP runnlng In another system. The TPs 
are designed and coded explicitly to commun,cate w,th each other 
and thereby to utllize the lnters ystem Ilnk ~1th maX lm um 
efficiency. The communicat10n 15 1n this case s y nchronous in that 
requests and replles can be dlrectl y correlated (see f lgure 11). 

Unigue regulrempnts from dlstributed inter ~ ctlve processing 

The distributed interactlve processing emphaslzes in a tremendous 
way the needs related to response time and consistenc y of tho 
resources involved i n a processing tree. 

Response time 
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Response time, as pre v lousl y seen, dep e nds ln a pa r t on t he ca pa b l i lt l e s 
of the lower la y ers. It depend s t o o on the eff1c 1 e n c y of d la l o g ue 
management and the rel ~ ted fe a t u r e s a 1m e d a t opt1m1z1ng t he t r ansfe r 
of 1n form a t10ns. An important contr1butor to the ef f1c 1en c y o f t he d 1a l ogue m~ n 

ag emon t, in a two wa y ~ l tern ~ t e ( TWA> tr a n s mlSSlo n modo Wh1C h 15 usuall y 
the best su ited to the DIPE, 1S t h e de s 1gn o f 1nform a tlon tr ansm lS S10 n 
feat ures perm i tting th e partn e rs to work 1n "def e rr e d o u tput mode ". 

The i nv ol ve d systems h~ v e t o implement d ef erred output proce s s1ng of 
SE tlO c c mm~n d s so as to opt , m1z e the use o f i nters ys t e m co u pl ln g 
conv c ~ s~ t 10n / s ess i on ~Iha t moan s t ha t . i n ge ne r a l , a mes s a g e 1 5 no t 
sen t : c t he rOM ot e s y s t em unt i l t he n ext TP comman d t h ~t r ef e r s t o : n ~ 

con v er ~ a t 10 ~ i s e xecuted. Def ~ rred Olltp u t ~ n a ble~ t h e sy ~t em t o add 
dl a los ue con ~rol 1ndl ca tor s t o wa 1t1ng dat a b ef or e it 15 tra ns mi tt e d 
t h ereby dec r eas lng t h e nu mb e r o f u s ele s s tr a n s ml sslons on th e seSS10 n . 
Th e addition of dl a l o g u e c o n trol ln d 1c a t ors to d efe rr e d o u tput 
is ref er r e d to as 
"piggy-backing". Furth e r opt i m1zation ca n b e ach1e v ed by ac c umul a ting 
a s much data as possible 1n an int e rnal SEND buffer before actually 
t he n ac ros s the l i nk. Th e n th e da ta from a se ries of SEI~D commands 
ar e tr a nsmitt e d onl y whe n the bu f fer b ec om e s full or wh en th e 
tr ans ml s s i on must be f orced a cc ordi n g t o a TP comm a nd. 

The strong efficiency of the dl Dlogue protocols based on the 
util1zatlon of deferr e d o utput me c hani s ms rel ic s on the fact that 
mo s t ser vi ce s are to be not con f irmed as a ny TP requ e st i ng a conf i rmed 
ser V1ce 1S put in WAIT s tate t l ll the c orrespondlng re s ponse ( as opposed 
to repl y ) has been recej v ed. The TP is unable to send other rec!uests and 
th e refore to take advDntage of the "p1ggy b ~ c h 1ng" optlm1zatio ,: . In this 
context the availab; llt y of d1alogu e man a g e ment pro vi ding a s y n c hronization 
fac i l i t y uSlng exceptlon response mod e 1S v er y u s eful as the requesting 
pr o gr a m can send requests in a cont i nu o u s wa y whlle b e ing a w a ~e of an y 
abnormal condltion when receiving an e xce pt10n response. 

De ferred output mechanisms impact the TP 10glC to the extent that except10nal 
condltions are reported in an as y nchronou s wa y . In other words, a n e ve nt 
re s ulting form some request is not d1rQctl y corr e lat e d to thlS re quest 
as it will not be taken into account prlor o t h er requests. p e rm i tting 
to schedule the transmission to th e p~rtn e r ,h~ve been is s ued. 

C.2 Resource conSistency 

The consistency of resources in v olved in a processing tree is the main 
concern o~ the system design l n the state of the art. Prior looking at the 
complex mechanisms designed to meet those r e qulrements, it is useful 
to introduce the basic concepts on WhlCh the y rel y . nam e l y the 
concurrency control o~ recoverable resources, the logical or atomiC 
unit of work (atomic action in the OSI world) and the unit o~ work. 

C.2.1. Concurrency control 
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Problem st~tement (see fl g u~ e 12 ) 
Con cu rren cy c ontrol m e ch~ nl s m s ~ re ~ e q ul r e d 1n ~ n 1 nte~~ct1ve prOCe5S\n g 
e n Vlro nme nt to t h e ext en t t h ~ t m ~ny 1P s , e ven 1n ~ sl ngl e sy~ t em, compe t e 
wlth e ~ ch other in order to util1ze sh ~ red process in g r esou r ces . Look l ng 
~t figur e 12, we c ~ n infer that co nc urr e n cy contr o l me c h an\sms pro vl ded 
by b ~si c system facl11t le s ( l i ke e xcl us i v e control ~t tlcce s s met h od 
le ve l) are not c~p ~ ble of w ~ r~tlnt ; ng the conslstency of changed r es our ces . 
As of th i s flgure. it ~pp e urs that the backout process resultl n g from 
the 11 trans~ctl0n ~ bnorm u l end wlll put reCord n of file A 1n lts 
stat e prior 11 was start e d t he reb y dlscardlng the change ma de by tho 
12 trilnsact l on. 

As a re ~ ult. there ar e : 

= A lo ~ t o f i nf o rmation 
= An i nc onsi s ten cy exposure at T2 le vel ilS 12 co u ld 

h~ v e c h ang o d ot h or r eso urc es du r l ng its processlng 
= A p o lluti o n e x p osure to the ext e nt t ha t record n 

in fo rm ~ tlon, uS re su lting fro m t h e 11 cha n gQ, could be propaga t e d by 
T2 i n c h a nglng other res ou r c e s. 

Pr op 0 5e d solutlons: 

Sy stems have to design more sophi s tlcuted (powerful) mechanisms, 
involvlng resource protoction 
stated problem. 

ma nagers so il5 to fuce the above 

= Fi rst level: uny changed res o urce by a TP is mClde a v a; lable to 
other 1Ps in GET mode onl y. It wi 11 not be a Vul1i1ble 1n UPDATE 
mode till the owning TP ends a "Log i cal Unlt of Work" elther 
ex pllcltl y ( s ynchronization po i nt schedu led by the TP its e lf) or 
impl i c i tl y ( polnt of s y nchronlzatl0n s checuled b y some resou.rce 
protect l on manilger in some circumstances or b y the o verall 
r e sour ce protectlon manager at the end of the TP Wh lch 15 a lso 
the end of a Logical Unit of Work ) , The Logical Un i t of Work 
( LUW) or Atom i c Unit of Work can be v lewed as a loglcal se quence 
of operutl0ns which cannot be broken from a log1cal point of 
view end of which being either normal (Changes are COMMITTED and 
the relevunt reSOurces are unlocked) or abnormal (the 
consistency requirement implies thut a BACKOUT process 15 to be 
scheduled leading to put the ch a ng e d resources in thelr initlul 
state and to Tree the relevant lockS), Such a mechanlsm 1n Tact 
in not qUite reliable Tor it permlts a TP other thiln the 
nowning" one to access, be f ore the end of the LUW, lnformation 
which has been changed, then to prop~9ate thlS information by 
making some chunges based on it thereb y not remov i ng the 
pollution exposure in case oT an abnormal end oT the owning 
transaction . 

= Second level: any changed resource by a TP is not made 
available to other TPs in either (GET or UPDATE mode), till the 
owning TP ends its logical unit oT work. The owning TP has the 
exclusivity oT the changed recoverable resources as long as it 
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has not reached the end of the cur re nt loglcal unlt of work . 
subsyst em ("Program Isolatlon" In the IBM IMS DB/DC 

terminologylt) . 

The efflclency 
aspects 

of such a mechunlsm CDn be vlew~d in di f ·ferent 

= From a resource integrlty pOlnt of Vlew it 
looks like an "iron" mechanlsm. 

= From a pe rfcrrnDnce pOlnt of V l€W lt is ObVl0US 
that the "program isolatlon" feature tends to increase the loglcal 
contention level which de pends on the lnstantaneous transaction r~te, 

the granularlty of sha red reso~lrces and the LUW 11fetlme. 

The concepts of 
on figure 13. 

LUW and program isolat'0n have been summarlzed 

C.2.2 Resource cons15tency 1n DIPE Ove r vlew of 
synchron1zatlon and 
le ve l) . 

resynchronizatl0n proces~es (syncpolnt 

From the knowledge of the baslc principles on Wh1Ch 
data integrity mechanisms we can infer that, even 1n 

rely the 
a single 
resource the aetl0ns of the dlffercnt system envlronment, 

protection managcrs are to be coordlnated by an overoll local 
syncpolnt management entity WhlCh 1S responsible for ru11ng the 
whole process and has been referred to as a "S yncpoln t Manager". 

The functlon5 of the local Syncpoint 
in a distrlbuted environment 50 as to 
all resources involved in a processing 
l~ we can see that. besides the 

Manager a r e to be extended 
lnsure the conslstency of 
tree. Accordlng to figure 
relatlonships between a 

syncpoint manager and its subordln ate local resource protection 
manager. there are relationships between all the synepoint 
managers belonging to nodes partl c1 patlng to the executlon of a 
"Unit of Work" <U.O . W) in order to coordlnate the so called 
"Conversat10n Resources". 

The relationships bet~een syncpoint munagers belong ,n g to a 
processing tree are ruled by architected protocols conveyed by 
particul~r message entities flow1ng across the so called 
"Synchronization Tree". 

Like the processing tree, the synchronization tree i5 made up of 
a root. which i5 responsible for the overull munagement of the 
synchronization tree. subordinates, branches and leaves 
organlzed in a pure hierarchlc~l ~ay. 

The root is homed by the node in which a TP ;5sues a primitive 
triggering the synchroniz~tion process. Usually the root of the 
synchronization tree is the same as the root of the processing 
tree and the 5tructure of the trees are therefore identical. 
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Nevertheless, 
synchronlzutlon 
1S of interest 

it Cun sometlmes huppen thut the root of the 
tree 15 a ~ubordlnute 1n the processIng tree. It 
here to note thut the opportunlty to bU1ld 

synchronizution tree structures different from the underlying 
pro ces51ng tree structure lS to be curefully usses5ed by the 
applicutton designers to the extent thut the synchrOn,Z<lt,on 
involved mechunisms do not wurrunt, 1n the stute of the urt, ,t 
will properly work 1n ull the cuses (coll1s10n exposures ... 
etc>. (See f1gure 15 ). 

protocols: o ve r view (Syncpoint level). The Synchron1 z ution 
synchron i zutlon process rel les on the buS1C conc~pt of "two 
phuse ccmm1tment". The Unit of Work consists at uny given pOlnt 
ln t1me of a vector of ,nfllght Locul Unit of Work (LUWAn , 
LUWBn, LUWCn . .. ) euch of them running 1n a system partlclpatlng 
to the overall process. 

At a given point 1n time. a TP Wh1Ch is usuully the root of 
processing t ree issues a prlmitlve aimed ut scheduling the 
synchronizatIon process. Th e involved syncpoint munugers ure 
re spon~l ble for generutlng the uppropriute protocols, 
propugut1 ng the requests to their udJucent purtners and 
providing the TP(s) they ure coping with the relevunt 
1ndicutl0ns. 

= The PREPARE protocol element, is forwurded by the syncpoint 
munuger of the init1utor TP, whIch hus issued the SYflCPT 
request, to all its d1rect subordlnates (cilscuding). This 
commund <lsks the subordlnate to place ltS protected resources in 
a state th<lt allows them to be fully commltted to the chunge 
thut have been accumulated during th,S LUW but th<lt also allows 
the chilnges to be bucked out. The cholce to comm1t or buck out 
the ,nflight LUWs;s made by the init,ator ufter interuction 
with <lll agents. The syncpoint munugers upon receipt of the 
PREPARE commund have to propugate lt to the,r 5ubordlnates, if 
<ln y and to pass the indication "syncpolnt reque sted " to the TP 
they ure coping wlth. The TP can either l ssue a SytlCPT request 
or a BACKOUT request if it hus to fuce any unrecoverable 
processing error. 

= The SY~CPT request will be transluted by the s yncpo1n t manager 
in a REQUEST-COMMIT protocol element which says th<lt the issuer 
has succeeded in prep<lrlng all its protected resources . 

= The SACKOUT request will be trunslated by the s ync point 
manager in a protocol element BACKED-OUT which says that the 
issuer has backed out its current LUW und will be propagated to 
the overall syncpolnt m<lnuger which in turn will ask all the 
partiCIpants to the U.O.W to backout their current LUW. 

= The COMMITTED protocol element ;s 
partiCipants after the syncpoint manager 

101 

propagat ed to 
linked to the 

all the 
initiator 



TP h u s rec eive d €I RE QU EST-COMMIT protocol element 
purticlp unt s. It usks t hem to reall y commI t. 

from €I 11 t he 

= The FOR GET protocol eleme nt info rm s the syncpolnt munager thilt 
sent COMM ITTED th€lt its log records for thIS LU~1 can be e rased. 
It t ells also the inItiator's syncpolnt m~nuger that the 
syncpolnt is complete ~n d thilt co ntrol Cun be r etu rn e d to the 
ln lt l u to r TP (see fIgure 16 > . 

Res ynch r onizatlo n protocols (see f lg u r e 17 ) 

Th e consequencp. s of 
follow s: 

t he " in do ub t p eriod " p henomenon ar e 

= In case of fullur e du rIng the "ln doubt perIod" 
not know the uc tual st iltus of 

cann ot In d ef I n It ely hold lo cks 

as 

euch 
the 
for 

con vG r siltion part n e r does 
other one. As the TP 
protected re sources, it has to tilke a dec iS Ion an d must ei ther 
commIt o r b ackout . 

= The s ys t em is required to provlde un a r chltected re sy nch. 
pro cess allowing two re synch . system defined TP s to set up a 
con ve r sa tIon (by using any ilvail u ble session on the ISC link) in 
ord e r to compil re the status of the tw o p a rt ne rs and se nd a 
r eport to the inv ol v e d ope r a tors. 

The resy nchr onizution process is based at lea5t on : 

= The logging of the uppropriate infor matIo n about 
state c hanges by eilch syncpoint manag e r. 

= A 
the 

me cha n is m enablIng the two 
st a tu s of the partners i n 

s ys t e m res ync h. TP s 
order to identif y 

mIsmatches l eildi ng to an Inconsistency of thQ U.O.W. 

the U.O.W 

to comp ilre 
potentl al 

= The part1clpation of the s ystem operators who ilfter receiving 
the reports from the system resynch. TP s may have t o schedu le 
some tnstillliltion deSIgned "recon c ll1at lon pro cess " . The 
"reconc i liation process" wi ll be l ikely €I run of pr og r a ms using 
some kind of user logging ilnd permItting either to lnhlblt local 
Changes or, on the contrary, to 
their s tate prior backout process 

put t he Involved 
was triggered. 

resources in 

Further some s y stems can pro vi de some more power fu l mechanisms 
permitting the two partners to take o ve r the bro ken conve rsation 
(reconnect support). 

D. Concl usl0ns 

Remembering nol;.l 
the quest ions 
presentation. 

our init ia l Objectives. we can ansl;.ler in part 
as stated by the introduction to this 
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• 

0.1 It is obvious that the knowled ge of the behavIour and 
requirements of applIcatIons IS key In designIng u S y stem 

Architecture. As pointed out b y the above present a tI on , the 
ilpplicatl0n needs lmpuct t h e 'f unc tlonal cclpubil,tles prO VIde d b y 

upper luyers as well uS lower luyers. The session Or" sessIon 
connection properties, the ,nfo rm atIon transfer defined r u le s ... 
etc. are to be designed to meet the applIcatIon requIrements. 
Moreovor, the most complex part of the system deSIgn whIch 15 

related to the synchronlz a tlon / res ynch ron l zatl0n mechanIsms 
relIes on concepts whIch In fact are def Ined by the uppllcatlon 
th em sel ves r ather th an by a system netwo rk archItecture . He can, 
Tor eXilmple, sa y that the concept~ on Wh'Ch is bas e d the 
architocture of t h e IBM so called IILog lca l Un1t t y pe 6.2" have 
been got in a large part from the C!CS (Customer Information 
Control System) implemontatlon wh1cn i5 today the most pervasive 
teleprocess ln g control system 1n the IBM world. 

SUCh concepts were 
networking and are 

in filCt 
a;mod ut 

def1ned prior the 
moo t l ng the pure 

udvent 01-
processing 

requirements while puttlng uSlde tho communicatlon purt. 

The advent of the distributed lnteractive proce ss1 ng led later 
the deslgners to de1-1ne architected protocols permitting the 
partiCipants to a process1ng tree to synchronlz e 
while still using the 10cDI d ef ined basic 
entities like s ync pointlng, LU~J ... etc. 

w1th eDch other 
mechc1nlsms and 

It is th e~ ~: ore of interest to note that the upper la ye r system 
protocols were 1n th,S case def ,ne d Dccordlng to pure local 
lmplemented mechDn;sm. We pOlnted out also thut. though the StlA 
synchron1zation protocols theoretlcally permlt the 
synchronlzatlon 
processing tree 
the appllcation 

tree structures tobe dlfferent from the 
one, there are many re ~t r,ct,ons WhlCh enforce 
designer to be careful and use prlvate protocols 

in order to take advantage of such a capilblilty. 

As a consequence, it appears that more powerful protocols arc to 
be invented what ;s obviously a 1~rge scope of lnvestl gatl0n and 
stUdy. 

0.2 : The other basic questl0n ;s related to 
de1-ine standardlzed upper layer protocols. 

the capabl I; ty to 

Such an achievement 
ask whether it; s 

is undoubtedly very desirable but one can 
workuble. We have prlmDri ly to distinguish 

asynChronous distributed processing from the synChronous one. 

One can think that as asynChronous distr,buted processlng uses 
simple facilities from a dialogue and synchronizDt10n point of 
view. it would be possible to standardize upper l~yer protocols. 
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But it is still a matter of debate and we hD ve to go more In 
depth in the knowledge of the In v ol ved Dppllc Dt l on r e qu I r e ments. 

LookIng now at the s y nChronous dIstrIbu ted processIng , ,t seems 
that 1.-111 have to deal WI th tl.-lO 01 fferent s' t uu t Io n s : 

= Should standardized h1sher l a y cr prot ~c cls de f~ nco, ~". t'y would 
~ he a ::>ove not C O :lC with the ~xlst lr. ~ ." ppl '~<1 t : o r ":. (~ C? tJ 

d, SCUS ~,1 on). 
should ~ n 

A5 a 
this 

consequence. a n y 
CDse not o n l y 

s / st e :"l'l 
t nt.' 

fir::'"': I ~ ec t u re 

c omr.,.;r" c atlon 
en v lr on~cn t at applIc a tIon le ~ e ! b u t ~ l ~o ~ h ~ pu r e c r =ce s s1 ng 
en Vl r On~Qnt, what IS ob VIo us l y b c~ o n d ~ h~ ~cc p~ of O ~: ~ ~ ~ ~y . In 
other words. beSIdes d e f l~ lng 5t a~da r~1zed CO~~ u~l catlon 

protocols, such an ar c hIt ec ture would h av e to dc ·fin e al s o, for 
instance, Data Base mDnugors. standDrdlzcd s y ncpointlng 
mechanIsms (SultDble for locDI resource s ) Dnd theIr underlying 
concepts. 

= To succ e ed In copIng WIth eXIst I ng a ppl i cDtlons seems. in a 
fIrst Dpproach, to be a dr e am or a I'lost paradIse" i n that it 
would be neces5ar y to impact not only the s y stem functions but 
also the user TPs to take into account the new capabilities. 
Once agaIn, in this area . the synchro/re sy nchro mechanIsms are 
the corner stone of uppAr la y er protocols d e sign . 
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S NA AND OS ! LAY ERS 

SNA MAI N OSI :1AIH 
ENTIT Y PROP~RTIES ENT IT Y PROPERTI ES 

.DI AL OG UE RULES .DI ALOGUE RU LES 
CONV ERS ATI ON .TRANSFER SYNTAX ASSOCIATION . COMMO N SEMANTIC 

• SY NCHRONIZATIO N .TRANSFER SYNTAXES 
MECHANISMS 

.ONE TO ONE MA PPING AT .OHE TO ONE MAPPING0 
A GI VEN POI NT I N TI ME PRESENT I .SUPPORTS TRANS FER 

.SERI ALL Y REUSABLE CC t:HECT I ON SYNTAXES HANDLING 

.SUPPORTS DI ALOGUE I SESSION HANDLI NG 
t .PROVIDES END TO END . ONE TO ONE MAPPING 

DA TA FLO~ CO NTROL . NO REUSAB LE 
MEC HANISMS END SOME SESSION .SUPPORT S DIALOGUE 
S YNCHRCNI ZA TION CONNECTION HANDLING 
PRO TOCOLS 

81 
.PROVIDES SYNCHRONIZA-
TION PROT OCOLS 

.END TO END NODE PIPES .ONE TO ONE MAPPING AT 
AT LOGICAL LEVEL A GIVEN POINT IN TIME 

.PR OVIDES GLOBAL DATA .SERIA LL Y REUSABLE 
VIRT UAL FLOW COIHR OL PROTOCO LS .PROVIDES END TO END 

ROU TE .SESSION MULTIPLEXING TRANSPOR T DATA FLOW CONTRO L AND 
(VR) .DISRUPTIVZ ROUTE CONNECTION RESPONSE MECHANISMS 

SWITCHING .NON DISR UPTIVE ROUTE 
SWITCHING 

. N TO 1 MAPPING CAPA .N TO 1 MAPPING -BILITY ( HUL TIPLEXING 

.END TO END NODE PIPE CAPABILITY) 
EXPLICIT AT PHYSICAK LEVEL .GOES ACROSS ANY 

ROUE .IS MADE UP OF A NETWORK NU::CER OF 
c:~ ) CO LLECTION OF ADJ ACENT COI:NECTION SUENET ~ORK 

NODES LINKED EACH 
OT IISR BY MEANS OF 
TRANSMISSION GROUPS 

.N TO 1 MAPPING 
CAPAaI LIT Y 

. LOGICAL LINK BET~EEN 
TRAN3M:SSION TWO ADJACENT NODES SUBNETWORKS 

G~OU?S CONSISTING OF ANY 
NUMBER OF PHYSICAL 
PA RALLEL LINKS 
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COMMUNICATION FUNCTIONS AND OS1 MODEL 

USER VIEW INFORMATION PROCESSING FUNCTION 

~ 
APPLICATION APPLICATION 

PROCESS PROCESS 

- - - - - - - - ),--------"1 

USER SPECIFIC NTERWORKING 

i---------i- - - - - - - - - -

SYSTEM 

ERCONNECTI 

TRANSPORT 
~~--~ ~--~-. 

APPLICATION 

PRESENTATION 

SESSION 

TRANSPORT 

NETWORK 

DATA LINK 

PHYSICAL '-______ -Y_ _ _ _ _ _ _ _ _ ____ "--______ --' 

i COMMUNICATION FUNCTIONS 

SYSTEM VIEW 

• D.HA TRANSPORT COf1l1UNICATION FUNCTIONS NECESSARY TO TRANSPORT 
REPRESENTATION OF INFO. <DATA) FRml AN END SYSTEM TO ANOTH~R 
WITH AN ACCEPTABLE LEVEL OF ERROR FOR THE APPLICATION PROCESS. 

• INTERCONNECTION COMMUNICATION FUNCTIONS THAT ENABLE APPLICATION 
PROCESSES TO INTERCONNCT AND TO WGAGE A DIALOGUE. 

• INTERI~ORKING COMMUNICATION FUNCTIONS THAT EN.~BLE APPLICATION 
PROCESSES TO CARRY OUT A MEANINGFUL COIl:!UNICATION AND TO CARRY 
OUT PROCEDURES NECESSARY FOR DISTRIBUTED INFO. PROCESSING. 
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OSI INTERWORWINK: SOME CONCEPTS 

/ 

THE UNIVERSE 

OF DISCOURSE 

(E.C . FILE TRANSFER 
t,PPLICATION) 

- ->-- -, - , 
" , 

" 

i'.PPLICATION 
PROCESS 

A 

CONCEPTUAL 
SCHEM.I\ 

(E.G. FTAH) 

CONCEPTUAL 
SCHEH.I\ 

(E . G. FTAH) 
APPLICATION 

PROCESS 
B 

t LOCAL MAPPING LOCAL tlAPPING t 

COUPLED APPLICATION PROCESSES 

• THE UNIVERSE OF DISCOURSE IS THAT PART OF THE REAL OR HYPOTHETICAL 
WORLD WHICH IS UNDERSTOOD IN THE SAllE W,Y BY THE COM:1UNICATING 
PARTNERS AND ~lHICH THEY AGREE TO COt1tlUNICATE ABOUT. 

• THE CONCEPTUAL SCHEMA IS A FORtlAL DESCRIPTION OF THE UNIVERSE OF 

• 

DISCOURSE (ABSTRACT SYNTAX). IT DEFINES THE DATA ELEMENTS THAT CAN 
BE REFERRED TO IN THE Cm:tlUNICATION AND THE ALLOI-lABLE OPERJI.TIONS 
THAT CAN BE CARRIED OUT ON THESE DATA ELEtlENTS 
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OSI IN 1 ERWORKING: SOME CONCEPTS (2) 

APPL. 
PROCESS 

A 

LOCAL 
SYNTAX 

A 

... 

INFO. EXCHANGE VIA 
APPLICATION LAYER PROTOCOL 

INVOLVING APPLICATION 
CONTEXHS) 

• 
APPL. 

PROCESS 
B 

LOCAL 
SYNTA~ 

B 

------- - -------------------------- -

PRES. ... • PRES . 
ENTITY TRANSFER SYNTAX (CONCRETE REPRESENTATION OF INFO. ENTITY 

A 3EHIG EXCHANGED) VIA PROTOCOLS INVOLVING B 
PRESENTATION '::8NTEXHS) 

• THE APPLICATION CONTEXT IS THE PARTICULAR UNIVERSE OF DISCOURSE 
(WITH ITS ASSOCIATED CONCEPTUAL SCHEMA, ABSTRACT SYNTAX ••• ) CHOSEN 
FOR USE IN co~nruNIcATION BETWEEN APPLICATION PROCESSES. 

• THE PRESENTATION CONTEXT IS AN ASSOCIATION BEn~EEN THE SET OF ABSTRAC 
REQUIREMENTS OF AN APPLICATION LAYER STANDARD AND A TRANSFER SYNTAX 
CAPABLE OF SATISFYING THESE. 
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APPLICATION PROCESS COMMUNICATION 

LOCAL
SYS7 EH 
Er-·~ ·,~ '~ T 

: cS E) 

OSI 
ElWRT 
(OSE) 

--------------
INFORMATION 

PROCESSING 
APPL 

PROCESS 

----- r------- -

COH11UNICATION 

LOCAL 

HATTER 

USER ELEMENT 

APPLICATION 
ENTITY 

INSTANCE 
r- - - - - - - ~r- '-------------' 

L 
051 LOWER 

LAYERS 

-----------------------

051 L0l4ER 
LAYERS 

APPLICATION 
ENTITY .--

INSTANCE 

USER EL EMENT 

LOCAL 
MATTER 

051 
ASSOCIATION 
nlAPPED ONTO 
A SINGLE 
PRESENTATION 
CONNECTION 

• THE APPLICATION ASSOCIATION :i:NVOL\lES THE COUPLING OF TIIO APPLICATION 
ENTITY INSTANCES. IT CONSISTS OF THE FOLLOlHNG FJl.CILITIES 

- ASSOCIATION ESTI\BLISH~lENT 
- ASSOCIATION RELEASE 
- CONTEXT MANIPULATION 
- INFORMATION TRANSFER 

• THE APPLICAITON ENTITY IS A UNIQUE COLLECTION OF SERVICE ELEMENTS 
THAT PROVIDE PARTICULAR TYPES OF APPLICATION PROCESSES WITH THE 
COMMUNICATION SERVICES THEY REQUIRE 

• SERVICE ELEMENTS ARE THE THINGS THAT GENERATE THE I~IVIDUAL 
PROTOCOLS EXCHANGES OR REQUEST SERVICES OF LOWER LAYERS. THEY CAN 
HAKE USE OF OTHER SERVICE ELEMENTS. 
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DISTRIBUTED PROCESSING REQUIREMENTS 

D.P 
TYPE ASYNCHRONOUS SYNCHRONOUS 

MAJOR (DE LAYED DELIVERY) 
REQUIREMENTS 

RESPONSE TIME NOT A MAJOR CONCERN VERY SENSITIVE. RESPONS ' 
TItlE ALSO IS TO BE 
CONSISTENT 

THROUGHPUT VERY SENSITIVE MAINLY FOR BULK NOT A MAJOR CONCERN 
DATA TRANSFER (FILE TRANSFER 
JOB NETWORKING ••. ) 

LOCAL RESOURCE NOT A MAJOR CONCERN MAJOR CONCERN 
SHARING AND SIMPLE MECHANISMS CDtlPLEX MECHANISMS 
COt~CURRENCY 

CONTROL 

COORDINA TION SIMPLE MECHANISMS VERY CDtlPLEX J'.ND 
OF ')ISTRIBUTED BASED ON RESPONSES AND CotlPREHENSIVE 
":':SJURCES PRIVATE PROTOCOLS LIKE NOTI- MECHANIStlS BASED 

: : S\:tlCHRGNIZATION FICATION (NOT ARCHITECTED ON ARCHITECTED I .' ~ I:l PE- RETRY CAPABILITY) PROTOCOLS . \ . . . 
, SP< -:HRC~nZATION) 

OV"RALL NOT A MAJOR CONCERN tlAJOR CONCERN TO THE 
! R~:...r.;9IlrTV TO THE EXTENT THERE ARE EXT~NT THERE ARE NQ 

SIMPLE RETRY CAPABILITIES SIMPLE RETRY CAPABILI" 
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STRUCTURE OF THE PROCESSING TREE 

-

. 

--. -
/ 

/' 
, 

/ ROOT-INITIATOR 
TPA 

/' 

EXECUTION ,~ /' SITE 1 .Y I I 
/ // 

/ ~ l - - - - - - -, - - 1 • CONVERSATION 
t I 

BRANCH (OR ARC] 
/ --- -----l l / 

, 

/ - - - -
I~ I 

- - -~ 
! r ~ 

i , 4 
, EXECUTION 

TPB ( 
\ TPC TPD SITE 2 

\ I 
f 

'- ___ I 

/ 
'--- - -

/ - -- - - " / - -

-- 1- - 1 -
/' / 

\ 

EXECUTION ~ TPE TPJ: 
SITe 3 \ 

/ I 
I 

'-- 1 -
\.. .-/ - eXECUT: 

SITe 4 
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FUNCTION REQUEST SHIPPING 

SIMPLE INQUIRY 

TERM I NA L 
CONTROL BLOCK 

t 
TASK SOURCE TASK 

CONTROL BLOCK -+- TP CONTROL 

READ 
FILE A 

LOGICAL LINK 

! 
nANSLATION 
Tt.B L E 
.LOCA L NAME SESSION 
FILE A SYSTEM 

. RHIDTE HAHE 
FILE X PRO- CONVERSATION 
.O~NING GRAMS 
S YS TEM , 
SYSTEM 2 --------- - - -

SESSION 

- - - ------ - - -

ISYSTEM 11 TRANSMITTED INFORMATION 

.TRANSACTION PROGRAM 
READ FILE A 

.SYSTEM ACTION MODULES 
- TRANSLATE THE REQUEST 
- IDENTIFY THE OU~IING SYSTEM 
- ACQUIRE AN APPROPRIATE SESSION 
- SET UP A CONVERSATION ATTACH TP NAME [MIRROR TPNJ 
- SEND THE REQUEST READ FILE X 

- TERMINATE THE CONVERSATION AND 
FREE THE UNDERLYING SESSION 

- PASS BACK THE REPLY TO REQUESTING 

~----------------------+ 
READ REPLY. L,\ST 

TP WHICH CONTINUES PROCESSING FIGURE 8 
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BLOCK j 
MIRROR 

TP 

READ 
FILE X 

SEND 

REPLY 
END 

. 

SYSTEM ACTION MODULE, 
- ATTACH MIRROR TP 
MIRROR TRANS. FROG. 
PERFORMS READ REGUES 1 
SENDS REPLY TERNINAT! 



ASYNCHRONOUS PROCESSING 

I SYSTEM 1 I 
.TRANSACTION PROGRAM 
(INITIATED BY TERMINAL Til 

-START (REMOTE TPN TRXI 
LOCAL RETURN TPN TRZ 
LOCAL RETU~N TERM Tl 

.SYSTEM ACTION MODULES 
-: J EN7IFY THE O~N!NG SYST. 
-A C~~ IRE AN APFROPAIATE 

SESSION 
-SET UP A CONVERSATION 
-SEND THE REQUEST 

-TERMINATE THE CONVE~S . 
AND FREE THE UNDERLYING 
SESSION 

.TRANSACTI~N PROGRAM 
-CONTINUES PROCESSING 
-TERMINATES AND FREES 

TERMINAL Tl 

TRANSMISTTEO INFORMATION 

ATTACH MIRROR TP 
SCHEDULE TP PRX 

DATA 

SCHEDULE REPLY LAST 

I SYSTEM 2 I 

SYSTEM ACTION MODULES 
-ATTACMIRROR TP 

• MIRRORTP 
-PERFORIIS START REQUEST 

FOR TP TRX 
· SYSTEM ACTION MODULES 
-SEND THE SCHEDULE REPLY 

• TRX TP 
-COMMENCES PROCESSING 

-START (REMOTE TPN TRZI 
(REnOTE TERM Til 

.SYSTE~ ~CTI0N MOOULES ATTACH MIRROR TP SYSTEM ACTION MODULES 
-AT T AC~ hI ~~ O~ TP SCHEDULE TP TRZ -ACQUIRE AN APPROPRIATE 
.MIRRC~ TP ~.------------------------------ SESSION 
-PERFQ :,;i ~ START REQUEST DATA -SET UP A CONVERSATION 

FOR TP TRZ (TERMINAL Til -SEND THE REQUEST 
-TERMINATES 

.SYSTEM ACTION MODULES 
-SEND THE SCHEDULE REPLY 

. TP TRZ 

SCHEDULE REPLY LAST 
------------------------------.~ S 'IS T EM ACTI ON MODUL ES 

TERMINATE THE CONV. AND 
-FREE THE UNDERLYING 

SESSION 

-COMMENCES PROCESSING • TRXTP 
-TERMINATES 
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COMMUNICATION: TRANSACTION ROUTING 

SYSTEMI (OWNING TERM.TI) SYSTEM2 (mINING TP TRA) 

Tl Tl 
SOURCE TERMINAL SOURCE TER~IINAL 
CONTROL BLOCK CO:-lTROL BLOCK 

TASK JRELAY TASK J TRA. TP 
COh'TROL BLOCK r--+PROGRAM CONTROL BLOCK ,---. 

EXECUTING PROCESSING 
ott BEHALF 
OF TPN SEND 
nA ISC LINKS REPLY 

TRANSACTION 
TABLE SYSTEM 

RE~UEST 
TPN TRA 

JSYSTEM 
ACTION 

m:NING REPLY TRANSLATION 
SYSTEM .-. MODULES I TABLE 
SYSTEM2 I ACTION SURROGATE 

TERMINAL 
MODULES ID T2 -

RE IIL T. ID Tl 
O! INH1G SYST 

SYSTl 

TPN TRA 

REPLY DATA 

TERM 

Tl 
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DISTRIBUTED TRANSACTION PROCESSING 

TP TRA TP TRB 
(rRaNT END) <BACK END) 

• ACQUIRE AN APPROPRIATE ISC LINK 
SESSION TO SYSTEM 2 

• SEND REQUEST TO 
ItHTIATE TP TRB (CON-
VERSATION SET UP) 

• CONVERSE WITH TRB • CONVERSE WITH TRA USING 
USING SEND/RECEIVE RECEIVE/SEND 

· SYNCPOINT IF IT IS • SYNCPOINT IF REQUIRED 
NECESSARY 

· FREE SESSION · FREE SESSION 
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CONCURRENCY CONTROL 

· 
· 

· 

PROBLEM STATEMENT 

TIME AXIS 

- T1 T2 

.. 

UPDATE R E C J~D . UFilATE R E~ORJ 
N OF FILE A i_ ii OF FIL~ J 

- - - - - - - - - - - - - - X 
3TA;? T JF 4 ~ AD~: ORMAL 

" ~! ,.\ t~ SACi:': ,}N Ri;3J UK:C: EXC LL!S :': V! TY END OF T1 
11 ?R CV!OED rO~~ i HE 

:lU~HE~ aF THE 
UF :.HE (J~ ERATION BY 
R A::'~ I; ; YSTEM LEVEL 
?~. eILLTIES 

UPDATE RECORD 
N OF FILE A · - - - -- - - - - - - - - - - - - - X · 

START OF NORMAL 
TRANSACTION T2 END OF T2 

· 
BACKOUT OF CHANGES DONE BY T1 

4 

· 

· 
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PR OGRAM ISOLATION AND LUW 

TRANSACTION Tl 

I LU\.I N-l LUW N ~ I 
.. 4 .. 4 .. 

LUI-Jl 

UPDATE RECORD N OF FILE A SIP sIP Sf sIP 

--..:..~-~ - - - - - -~--
START OF ENF OF 
TRA~SACTION TRANSACTION 

R"OOURCE PROTECTION RESOURCE PROTECTION 
MANAGER LOCKS RECORD N MANAGER COliMITS THE 

CHANGE AND UNLOCKS 
THE RECORD N 

I ----------
START OF 

TRANSACTION 
t 

GET RECORD 

WAIT STATE 

N OF FILE A 

RESUMES t PROCESSING 1 
AFTER GETTING RECORD N 

END OF 

TRANSACTION 

•• -------------------------------------+. SP 
LUWl 

SP •• ------•• 
LUt<H 

TRANSACTION T2 

.A TRANSACTION CONSISTS OF ANY NUMBER OF LOGICAL UNIT OF \.IORK 

.A LOGICAL UNIT OP WORK IS AN ATOHIC SEQUENCE OF OPERATIONS DELIMITED 
BY T\.IO SYNCHRONIZATION POINTS 

.A SYNCHRON!ZATION POINT IS SCHEDULED EITHER EXPLICITELY BY THE 
TRANSACTION FROGRAM OR IMPLICITLY BY THE SYSTEM. AT SP TIME CHANGES 
OF RESOURCES ARE COHilITTED AND LOCKS ARE FREED . 

. THE LOGICAL CONTENTION LEVEL IN A PROGRAM ISOLATION CONTEXT DEPENDS ON 

-THE INSTANTANEOUS TRANSACTION RATE (PARALLELISM LEVEL: 

-THE GRANULARITY OF THE INVOLVED RESOURCES 

-THE LIFETIME OF THE LOGICAL UNIT OF \.IORK 
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i.r---------------------~--·-----------------------------------
SYNCPOINT MANAGEMENT 

• SINGLE SYSTEM ENVIRONMENT 

SYNC POINT 
MANAGER 

INTERNAL 
- - - - - - - - - - - - - - - - - - - - - - - - - NOT ARCHITECTED 

PROTOCOL BOUNDARY 
(LOCAL MATTER) 

--------------- ----------

LOGGING 
m.NAGER 

LOCAL RESOURCE 
PROTECTION --

MANAGER - -

• DISTRIBUTED PROCESSING ENVIRONMENT 

SYNC POINT 
MANAGER 

INTERNAL 
- - - - - - - - - - - - - - - - - - - - - - - - - - - NOT ARCHITECTED 

PROTOCOL BOUNDARY 
(LOCAL MATTER) 

LOGGING 
MANAGER 

I I 
LOCAL RESOURCE 

PROTECTION r-
MANAGER -

11 8 

I I 
cmN . RESOURCE 

PROTECTION --
~1f1NAGERS -

I 
ARCHITECTED 
PROTOCOL BOUNTIARY 
TO ADJACENT SYNCP 
~IANAGER(S) 

. , 



PROCESSING AND SYNCHRONIZATION TREES 

PROCESSING TREE 

7PB 

TPD 

CC~RES PONDING SYNCHRONIZATION TREES 

TPB 

USUAL STRUCTURE 

(SNA OR OSI C.C . R) 

TPA 

II 
TPD TPE 

.TPC 

. 
TPF 

• 

TPE 
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TPA 

TPC 

. 
TPF 

A POTENTIAL STRUCTURE (EXAMPLE) 
(SNAJ 

TPF 

TPC 

TPA 

TPB 

TPD TPE 

• • 



SYNCPOINT PROTOCOLS 

• SYNCHRO NIZATION TREE 

• DATA FLO Iol S 

IS YNCPT IS YNCPT ISYNCPT ISYHCPT 
TPA MGR TPB MGR TPC HGR TP D HGR 

I I 
5 YNCPT 

I I 

- - .... I I I 
I PREPAR 

I I 
I SY NCPT 

+----- I I 
I I NCICATION 

SYNCPT I I I 
I -----~ 

I PRE PAR E I 
I 

I I +-----
I - - - - .... 

I I I 
I PRE PARE 

I +- - - -
I RQ-COHHIT I 

I 
I RQ-COMMIT 

I I - - - - ~ 
I 

I I RQ-C OHHIT 

I I 
COMMITTED 

I 
I I 

+----- +----- I I 
RES UMES I I COMMITTED 
PROCESS I 

I I +-----
COH~ ITT ED I I 

I 
I +- - - -

I I RESUMES I 
I PROCESS 

I I FO RGET I 

I I I 
FORGET I 

I I 
I I 

I I FORGET 
I ...-

I I I 

I 
I 

I I 
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RcSYNCHRONIZATION 

• PROBLEM STATEMENT 

ATT ACH 
TPB 

! 
IF ANY FAILURE 

REQUEST TO BREAK 

~ 
8ACKO~T 1 

BACK OUT 

LEADING IF ANY FAILURE LEADING 
THE COMMUNICATION TO EREAK THE C01~MUH!CATlON 

SP RErEST 1 SP COrIRM 

'21 

I 
! SP RESPONSE 

SP INDICATION 

IN DOUBT PERIOD 
~ 

TIME 



• • • 


