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Abstract Interval Temporal Logic (ITL) is an established formalism for reasoning
about time periods. We investigate some simple kinds of ITL formulas which have
application to compositional reasoning and furthermore are closed under conjunc-
tion and the conventional temporal operator known both as “box” and “always”.
Such closures help us modularly construct formulas from simple building blocks in
a way which preserves useful compositional properties. The most important class
considered here is called the 2-to-1 formulas. They offer an attractive framework
for analysing sequential composition in ITL and provide the formal basis for most
of the subsequent presentation. A key contribution of this work concerns a useful
and apparently new and quite elementary mathematical theorem that 2-to-1 for-
mulas are closed under “box”. We also use a natural form of time symmetry with
2-to-1 formulas. This extends known facts about such formulas by looking at them
in reverse. An important example of this involves showing that 2-to-1 formulas
are also closed under a variant of “box” for prefix subintervals rather than suffix
ones. We then apply the compositional formulas obtained with time symmetry to
analyse concurrent behaviour involving mutual exclusion in both Peterson’s algo-
rithm and a new and more abstract one. At present, our study of mutual exclusion
mainly serves as a kind of experimental “proof of concept” and research tool to
develop and illustrate some of the logical framework’s promising features. We also
discuss how time symmetry sometimes assists in reducing reasoning in ITL to
conventional linear-time temporal logic.
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1 Introduction

Intervals and discrete linear state sequences offer a compellingly natural and flexi-
ble way to model computational processes involving hardware or software. Interval
Temporal Logic (ITL) [47] is an established formalism for reasoning about such
phenomena. It has operators for sequentially combining formulas. For example,
if A and B are formulas, so are A”B (“chop”) and A* (“chop-star”). These are
somewhat analogous to the concatenation and Kleene star operators for regular
languages and expressions. ITL can express some imperative programming con-
structs (e.g., while-loops) and has executable subsets [47].

We first summarise the primary contributions of this presentation and then
discuss them in more detail:

— Several classes of compositional ITL formulas which all share the important
property that they are closed under conjunction and the conventional temporal
operator “always” (O).

— Various syntactic and semantic applications of time symmetry to such formulas.

— Some useful techniques for compositionally manipulating a number of suitable
sequential and parallel combinations of the formulas with others.

— A detailed application of these ideas to mutual exclusion, including the analysis
of a novel abstract algorithm as well as Peterson’s well-known concrete one [64].

— All of results are accompanied by rigorous, detailed mathematical theorems,
lemmas and associated proofs, which are moreover themselves a quite indis-
pensable part in the development of the framework.

Our main contribution concerns a novel categorisation and mathematical anal-
ysis of various simple classes of compositional formulas in Propositional ITL
(PITL) [54,55,57] which are closed under conjunction and the conventional tem-
poral operator “always” (O). The main class we consider consists of what we call
2-to-1 formulas (which are formally defined in Sect. 4). Briefly, a PITL formula
A is defined to be 2-to-1 if the implication (A; A) D A if valid, where ;” is a sec-
ond variant of chop. So if two portions of a system both ensure such a formula’s
behaviour, then their sequential composition is guaranteed to as well. The 2-to-1
formulas play a quite central role in almost all of the techniques presented here.
For example, we can show that for the propositional variables p and ¢, the conven-
tional temporal logic formula p D g (“if p is true in the initial state, then q is true in
some state”) is 2-to-1. Our new closure theorem immediately guarantees that the
liveness formula O(p D <©q) (“whenever p is true, q is true then or later”) is 2-to-1
as well. Such a formula is suitable for forward analysis from a state satisfying
p to one satisfying ¢q. The many compositional properties we identify and rigor-
ously prove clearly show that further systematic research about 2-to-1 formulas
and other such classes of formulas closed under conjunction and O, including the
relationship between them, is compelling required.

We also propose here a second significant research contribution which exploits
the symmetry of finite linear time to transform 2-to-1 formulas for forward
analysis such as O(p D <©q) into others for backward analysis from a state to its
predecessors (as described in Sects. 5 and 6). This involves a two-stage approach.
In the first stage, our mathematical framework takes some suitable 2-to-1 formulas
and views them in reverse in finite time to obtain more formulas which are 2-to-1 in
finite time. In the second stage, these formulas are then shown to even be 2-to-1 in
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infinite time. The process of transforming formulas demonstrates the significance
of both syntactic and semantic forms of time symmetry.

The relationship between our use of time symmetry and some relevant earlier
work using it is primarily discussed later in Sect. 16.1. We postpone a comparison
until then in order that readers will have a better understanding of our framework.

The approach here based on 2-to-1 formulas and time symmetry further devel-
ops our ITL-based compositional techniques described in [48-51] since, for exam-
ple, it helps to systematically obtain additional properties for sequential composi-
tion. Moreover, a number of results about 2-to-1 formulas and time symmetry are
also applicable to the first-order version of ITL used in our earlier work, but we
do not delve into this further.

We will consider a variety of relevant properties and other related categories
of PITL formulas for compositional reasoning about sequential and parallel be-
haviour. The main techniques here can be summarised as Introduction, Sequential

combining, Extension leftward or rightward, Parallel combining and Iteration (see
Sect. 4.1). This is abbreviated with the shorthand ISEPI.

The 2-to-1 formulas and time symmetry are then applied (in Sects. 11-13) to
showing by means of backward analysis the correctness of a new high-level abstract
algorithm for mutual exclusion as well as the much studied one of Peterson [64].
It is first of all quite important to emphasise that the study of mutual exclusion
led us in the first place to the 2-to-1 formulas and time symmetry. However, at
present, our study of mutual exclusion mainly serves as a kind of experimental
“proof of concept”. It has significantly influenced the development of virtually all
aspects of the presentation here and moreover helps to illustrate some of the logical
framework’s promising features. Nevertheless, we do not claim that it is sufficiently
mature for practical deployment. Readers may indeed experience some difficulties
with the intuition behind some formulas. Therefore, the material on mutual exclusion
must be regarded, at least at present, as being primarily a powerful research tool for
the intriguing compositional framework’s evolving theory rather than a distinct and
independent application on its own. As such, it is for the moment indispensable for
understanding the work.

Our presentation also shows (in Sect. 14) how time symmetry can assist in
reducing satisfiability of suitable 2-to-1 formulas and some other PITL formulas to
finite-time satisfiability of formulas in lower-level point-based temporal logic. This
might help provide a way to extend the scope of some algorithms, implemented
software tools and mathematical techniques for conventional temporal logic to
eventually include suitable subsets of PITL involving 2-to-1 formulas as well.

The proofs given about PITL formulas are semantically based and so do not use
a formal axiom system. However, an analysis could in principle include deductions
in our complete axiom system for PITL with finite time [54] (see also Bowman
and Thompson [10]) and our newer one with infinite time [57].

Readers new to interval-based reasoning will find the approach quite different from
those using point-based temporal logics. This applies even to our use of a conventional
temporal logic formula such as O(p D <q), when, for example, we explain why
it is 2-to-1 or use time symmetry on it. In fact, we believe that even readers
having experience with intervals will find our presentation quite novel. They should
however keep in mind that time symmetry can be rather subtle. It requires an
investment of patience and effort to be understood.
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For the particular benefit of readers unfamiliar with ITL, we now briefly men-
tion some recent publications by others which reflect current topics where ITL is
being applied. They arguably contribute to making a case for the study of ITL’s
mathematical foundations, which naturally include such issues as compositionality
and time symmetry.

The KIV interactive theorem prover [68] has for a number of years included
a slightly extended version of ITL for interactive theorem proving via symbolic
execution both by itself (e.g., for concurrent algorithms and lock-free techniques [6,
7]) and also as a backend notation which supports Statecharts [78] and UML [2].
The concluding remarks of [7] note the following advantages of ITL:

Our ITL variant supports classic temporal logic operators as well as pro-
gram operators.

The interactive verifier KIV allows us to directly verify parallel programs in
a rich programming language using the intuitive proof principle of symbolic
execution. An additional translation to a special normal form (as e.g. in
TLA [Temporal Logic of Actions [38]]) using explicit program counters is
not necessary.

The Duration Calculus (DC) of Zhou, Hoare and Ravn [85] extends ITL to
real-time. Zhou and Hansen [84] give a comprehensive presentation of various
aspects of DC and its application. They include a large bibliography of literature
on DC. Olderog and Dierks’ recent textbook [59] uses DC as the formal logic in a
framework for seamless design flow from specification to verified implementation.
This approach also includes timed automata and automata for programmable logic
controllers (PLC-automata).

Duan and his group have been investigating the theory and application of Pro-
jection Temporal Logic, an ITL extension with operators for temporal granularities
and framing [13-17] (our later Sect. 13.1 gives an explanation of framing). Some
of their recent work on applications such as the specification and verification of
asynchronous communication is described in [44] and [83].

Our presentation is a revised and greatly extended version of the earlier one
by us in [56] that readers might benefit from because of its much briefer and more
superficial format. The focus here differs from that in [56] by concentrating more
on the general compositional issues. This is because we have subsequently come to
realise that the theory of 2-to-1 formulas and related classes is much more central
than its application to time symmetry, which is nevertheless quite intriguing. As
a consequence, we have now added various definitions, explanations and other
material. The topics we consider have many interesting aspects of relevance to
compositional reasoning with and without time symmetry.

More recently, in [58] we present in a concise manner new techniques for sys-
tematically and incrementally elucidating connections between 2-to-1 formulas and
some associated compositional classes. These are a direct outcome of the research
described here and can serve as a quick introduction to the mathematics of such
classes. However, the compositional ISEPI techniques, time symmetry and appli-
cations to mutual exclusion are not discussed in [58].

Here is our presentation’s structure:

— Section 2 overviews PITL.
— Section 3 presents some important point-based subsets of PITL used later on
in our analysis.
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— Section 4 introduces 2-to-1 formulas, presents various kinds of them and proves
that they are closed under conjunction, the temporal operator O (“always”)
as well as the time-wise symmetric operator @, which concerns finite prefix
subintervals instead of suffix subintervals. As we discuss there, 2-to-1 formulas
can be used for reasoning about various safety and liveness properties. A cate-
gorisation is given of general compositional ISEPI techniques for Introduction,
Sequential combining, Extension leftward or rightward, Parallel combining and
ITteration.

— Section 5 starts our discussion about the application to 2-to-1 formulas of both
time symmetry and reductions from infinite time to finite time. It therefore
shows how to relate some of the time reversed formulas to other semantically
comparable ones expressed in a version of conventional Propositional Linear-
Time Temporal Logic (PTL) with past time because this is much better
known than PITL.

— Section 6 uses time symmetry to obtain a versatile class of 2-to-1 formulas for
backward analysis from other 2-to-1 formulas for forward analysis. Such formulas
are extensively used in all subsequent sections.

— Sections 7-10 primarily concern versions of the various ISEPI techniques suit-
able for compositionally combining 2-to-1 formulas for backward analysis:

— Section 7 provides ways to compositionally introduce such 2-to-1 formulas.

— Section 8 deals with a compositional technique for sequentially extending
the scope of the 2-to-1 formulas for backward analysis from an interval’s
prefix subinterval to the entire interval.

— Section 9 concerns the parallel combining of such 2-to-1 formulas.

— Section 10 presents techniques for compositional reasoning involving the
sequential iteration of these 2-to-1 formulas.

— Sections 11-13 concern mutual exclusion:

— Section 11 looks at an abstract mutual exclusion algorithm. The section
applies to the algorithm the results from the previous sections concerning
2-to-1 formulas for backward analysis and ISEPI techniques for sequential
and parallel composition of such formulas.

— Section 12 considers in more detail an individual process in the abstract
mutual exclusion algorithm and also its relation to a process in Peterson’s
algorithm.

— Section 13 analyses Peterson’s algorithm. This is done by formally relating
it to the abstract algorithm.

— Section 14 examines further reductions using time symmetry to transform some
PITL formulas into ones in conventional point-based temporal logic.

— Section 15 discusses various pertinent issues.

— Section 16 surveys related work.

Our view is that the separation of the underlying mathematics from the sub-
sequent application to mutual exclusion helps make the foundational theoretical
aspects of the framework clearer. One could indeed even take this a stage further
and argue that in principle the more purely theoretical material on composition-
ality in Sects. 2-10 could be studied somewhat independently of its application
to mutual exclusion in Sects. 11-13. However, in practice, our investigation of the
abstract theory and its application to mutual exclusion have been done simultane-
ously with much cross-fertilisation involving experimentation and trial and error.
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As a result, the theory and application of 2-to-1 formulas for backward analysis
seem quite interrelated. Indeed, it appears virtually impossible for us to have de-
veloped either of them in isolation. We therefore believe they are best understood
and appreciated when studied together in a way which offers a more complete
picture of the approach in its current form.

The evolution of this work is moreover inextricably connected with the rigorous
construction of many theorems, lemmas and associated proofs. This also seems to
be an inseparable and quite invaluable and essential part of the exploration pro-
cess. What we present here gives a picture of the current state of the approach. It
continues to progress as we gain more knowledge about the remarkable and exten-
sive mathematical terrain of 2-to-1 formulas for forward and backward analysis.

2 Propositional Interval Temporal Logic

We now describe the version of (quantifier-free) PITL used here. More on ITL and
PITL can be found in [47,54,55] (see also Kroger and Merz [37], Fisher [19] and
the ITL web pages [32]).
Below is the syntax of PITL formulas in BNF, where p is any propositional
variable:
Au=true | p| A | Av A | skip | A"A | A*. (1)

The last two constructs are called chop and chop-star, respectively. The boolean
operators false, A A B, A D B (implies) and A = B (equivalence) are defined as
usual. We refer to A™ B as strong chop and likewise refer to AX as strong chop-
star. Weak versions are discussed shortly when we present some derived operators.

Time within PITL is modelled by discrete, linear intervals. An interval o is
any finite or w-sequence of one or more states o, o1, ... (which are not necessarily
distinct from one another). Each o; maps every propositional variable p to true
or false. This mapping is denoted as o;(p). Let X denote the set of all states. An
interval o has interval length |o| > 0, which, if o is finite, is the number of o’s
states minus 1 and otherwise w. So if o is finite, it has states oo, ..., o). If the
same state occurs twice in o, it is counted twice for determining o’s interval length.
Let X1 denote the set of finite intervals and X* denote the set of infinite ones.
The (standard) version of PITL used here with state-based propositional variables
is called local PITL. A subinterval of o is any interval which is a contiguous
subsequence of ¢’s states. This includes o itself.

The notation o = A, defined shortly by induction on A’s syntax, denotes that
interval o satisfies formula A. Moreover, A is valid, denoted = A, if all intervals
satisfy it.

Below are the semantics of the first five PITL constructs in (1):

— True: o = true trivially holds for any o.

— A variable p: o Fp iff oo(p)=true (initially p).

— Negation: ¢ F—-A iff o # A.

Disjunction: o FAv B iff oF A or o = B.

— Skip: o F skip iff o has exactly two states (i.e., [o| = 1).

Note that an interval o satisfies skip even if o’s two states are identical to each
other. For natural numbers i, j with 0 <1 < j < |o[, let 0;.; be the finite subinterval
oi...0j (i.e., j—i+ 1 states). Define o;4 to be ¢’s suffix subinterval from state o;.
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Below are semantics for strong chop and chop-star:

- ATB: o FATB iff for some natural number i: 0 < i < |o|, both o¢.,; F A
and it = B.
Note that in the case where |o| = w, we actually have i < |o]|.
— A*: 0 = A% iff  one of the following holds:
(1) The interval o has only one state.
(2) o is finite and either itself satisfies A or can be split into a finite number of
(finite-length) subintervals which share end-states (like chop) and all satisfy
A.
(3) |o| = w and o can be split into w finite-length intervals sharing end-states
(like chop) and each satisfying A.
Case (3) is called chop-omega and denoted as A“.

We depict below the behaviour of variable p in a sample 5-state interval ¢ and
denote true and false by t and f£.

op 01 09 03 04
p t f t f t

This interval satisfies the following formulas:
p  skip” —p  pa(true” —p)  (pA (skipﬁskz’p))*.

For instance, the formula skip™ —p is true because ogoy satisfies skip and o1 ...04
satisfies —p since o1(p) = false. The fourth formula is true because the interval
o’s three-state subintervals cgoi102 and o20304 both satisfy p A (skip™ skip). The
interval o does not satisfy the formulas below:

—p skip” p true” " (=p A =(true” p)).

Table 1 shows useful derived PITL operators, including empty for one-state
intervals and the weak chop construct A; B which can ignore B in an infinite
interval satisfying A. We derive here ITL’s conventional weak chop-star A™ from
the strong version, although the two are interderivable. In an infinite interval,
strong chop-star requires an infinite number of iterations each of finite length,
whereas weak chop-star also permits a finite number of iterations with the last
having infinite length. The strong variants of chop and chop-star are taken as
primitives here to simplify some of the reasoning about time symmetry. However,
we extensively use the weak versions for reasoning about possibly nonterminating
parts of programs.

We discuss in Sect. 15.4 the reason for our use of the term “empty” to describe
one-state intervals even though in language theory it refers the unique empty word
with no letters at all.

Let w and w’ denote state formulas without any temporal operators.

Table 2 contains several sample PITL formulas which are valid. For example,
the formula (w A A) = (empty A w); A can be understood as stating that an interval
satisfies state formula w and PITL formula A iff the first state of the interval
satisfies w and the interval satisfies A. Here the first state is equally regarded as
being a one-state interval in its own right. The valid equivalence (IEA) = @A uses
@A to test the formula A in finite subintervals and uses @@HA to test A in these
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OA = skip” A Next

CA = true A Eventually

OA = —-O-A Henceforth (Always)

more = Otrue More than one state

empty = -—more Only one state

finite = Sempty Finite interval

inf = —finite Infinite interval

fin A = O(empty D A) Weak test of final state

stable A = O(more D (A= O A)) Stability

SA = A true Some initial finite subinterval

@A = —0-A All initial finite subintervals

A;B = (A7B) v (inf A A) Weak chop

SA = Ajtrue Some initial subinterval (even infinite)
DA = —0-A All initial subintervals (even infinite)
A* = A% v (A (inf A A)) Conventional weak chop-star

AT = 4A% One or more iterations

A% = inf A AF Chop-omega

A« B = finite D ((finA) = B) Temporal assignment

A< B = A<+ B A (stable A;skip) Padded temporal assignment

Table 1 Some useful derived PITL operators

(finite n @A) D A

(wAA);B = wa (A;B)
waAA = (empty A w); A

@(A A B) = (DA A @B)

(omA) = mA4  A¥

skip*

inf = Omore
A = (empty; A)
finite O (4™ = A%)
(0@DA) = (B0A)

(empty v AT)

GAANGB = O(GA A DB)

Table 2 Sample valid PITL formulas

finite subintervals’ own finite subintervals. The equivalence is valid because the set
of finite subintervals contained within an interval’s finite subintervals is exactly
the same as the set of the interval’s own finite subintervals. This is related by time
symmetry to the equivalence (J0A) = OA which concerns suffix subintervals and is
found even in conventional temporal logic. The last formula (®A A ®B) = &(®A A
®B) states that two formulas A and B are each true in finite prefix subintervals
of an interval exactly if the conjunction ®A A ®B is true in some finite prefix
subinterval (e.g., the larger of the two satisfying A and B, respectively).
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3 Some important point-based subsets of PITL

We now present some point-based subsets of PITL which have been found useful
in our previous work [55,57] and come in handy later.

3.1 Subset of PITL with only skip, next and diamond

Let PTL denote the subset of PITL formulas in conventional Propositional
Linear-Time Temporal Logic with just the (derived) temporal operators O and
¢ in Table 1. We use X, X’ and Y for PTL formulas. Various useful compositional
safety and liveness properties can be expressed in PTL. For instance, we already
presented the sample PTL formulas p D ¢gq and O(p D <¢) in the introduction
in Sect. 1. Note that the PITL primitive construct skip can be derived in PTL as
O = O true (the same as O empty), so we can regard PTL as containing it as well.

We will use PTL here since it can express various compositional formulas. Fur-
thermore, it has much lower computational complexity and better tool support
than full PITL, which has nonelementary complexity (a theorem by Kozen de-
scribed in our own joint work with Halpern [45] (reproduced in [54])). Therefore,
Sect. 14 describes some potential transformations using time symmetry from PITL
to a slightly enhanced version of PTL with an until operator defined shortly in
Sect. 3.3.

3.2 Subset of PTL with just unnested next operators

We extensively use an important subset of PTL involving the operator O:

Definition 3.1 (Next Logic) The set of PTL formulas in which the only primitive
temporal operator is O is called Next Logic (NL). The subset of NL in which no O
is nested within another O is denoted as NI!.

For example, the NL formula p A O ¢ is in NL', but the NL formula p A O(g v Op)
is not.

The variable T' denotes formulas in NI

All state formulas (e.g., p A —q) are in NL' because they contain no temporal
operators. The important derived PITL constructs more and empty already defined
in Table 1 are also in NI!'. Unlike state formulas, more and empty can detect
whether or not an interval has just one state. However, the primitive construct
skip, which tests for exactly two states, cannot be expressed in NI! because it
requires one O within another: O = O true (the same as O empty).

In order to further illustrate the nature of NI! expressiveness, we list below
some more properties which NL!' formulas cannot express, together with PTL for-
mulas not in NI' which do capture these properties:

Property Corresponding formula not in NI

The formula p A ¢ is true in the third state O O(p A —q)
The interval has more than two states O O true (same as O more)
The interval has exactly two states O = O true (same as O empty)
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The NL! formulas play a significant role in the theory of PITL. We therefore
strongly encourage readers seriously interested getting a better understanding of
ITL to study our presentation in [55], where we systematically describe some nat-
ural applications of NL! to relating point-based and interval-based temporal logic.
Our new complete axiom system for PITL with infinite time [57] likewise makes
extensive use of NL! formulas and therefore shows how they can be profitably
employed.

3.3 PTL with until operator

Our presentation also makes use of a PTL variant called here PTL". It has a
somewhat restricted strong version of the standard temporal operator until which
is derivable in PITL:

Tuntil A = (skip A T)* " A.

Only NL! formulas are permitted on our restricted until ’s left side, as the definition
indicates by the use of T. This is because if the left operand is not in NL!, the
restricted until will not work properly. For example, the formula (O O p) until q
actually reduces to false. Now PTL’ is more expressive than PTL (e.g., see [37]),
but reducible to it using auxiliary variables to mimic until. For example, when
considering the satisfiability of the formula p A O(p until ¢) A =(p until q), we can
transform it into the formula below with an extra auxiliary variable r:

pAOra-raAdr=qv(paOr) aO(r>D0g).

We make extensive use of PTL" in our recent axiomatic completeness proof for
PITL with infinite time [57]. Section 15.3 later shows an alternative way to derive
until without chop-star.

Section 5 (particularly regarding formula (13)) and Sect. 14 include reductions
from PITL to PTL’. We use PTL’ because formulas in it can be more expressive
than in PTL. Nevertheless, they can be readily transformed to PTL, although, as
we noted already, this necessitates the introduction of some auxiliary variables.
When compared with PITL, the differences between PTL and PTLY are certainly
quite small.

4 2-to-1 formulas

We now discuss in more detail the 2-to-1 formulas, which were already briefly
considered in Sect. 1. These are the main class of formulas closed under conjunction
and the temporal operator O in our presentation here. Such closure properties help
to modularly construct formulas from simple building blocks in a way guaranteed
to ensure that the results preserve some useful compositional properties. Many of
the properties of 2-to-1 formulas which we consider concern sequential composition.
However, parallel composition of formulas is not neglected either.

In this section we focus on formally defining 2-to-1 formulas and studying
some of their fundamental theoretical properties. The presentation mostly looks
at the relatively abstract mathematics of compositional reasoning rather than any
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particular application of the formulas. We believe that the issues explored at such
a level of abstraction are themselves an important contribution to work in the area.
Nevertheless, this material provides a solid and practical basis when the formulas
are extensively used later on with time symmetry in Sects. 5 and 6 and in our
experimental analysis of mutual exclusion in Sects. 11-13.

Definition 4.1 (2-to-1 Formulas) Any PITL formula A for which the implication
(A; A) D A is valid is called a 2-to-1 formula.

For example, the state formulas true and p are 2-to-1. In the first case, true is
trivially true for any interval, so the implication (true;true) O true is valid. Here
is a proof for the case of p:

Proof (p is 2-to-1) Suppose that an interval o satisfies p; p. We can readily show
from the PITL semantics of weak chop (see Table 1) that o has a prefix subinterval

" (perhaps o itself) which satisfies p. Hence, the first state of o’ also satisfies p.
Now the first states of o and ¢’ are identical, so o itself satisfies p and consequently
also the implication (p;p) D p. Therefore, every interval satisfies this implication,
so it is indeed valid. Consequently, p is 2-to-1. O

In contrast to true and p, the formula skip is not 2-to-1 and perhaps even
the simplest example of this. Observe that the chop formula skip; skip is satisfied
solely by intervals with precisely 3 states, whereas skip checks that an interval has
exactly 2 states. Hence, the implication (skip; skip) D skip is not satisfied by 3-state
intervals and is consequently not valid.

As the next Lemma 4.2 shows, it does not actually matter whether we use
weak or strong chop to define 2-to-1 formulas:

Lemma 4.2 The following is an alternative way to characterise 2-to-1 formulas using
strong chop instead of weak chop:

= (474) o A

Proof The chain of equivalences below demonstrates that the two implications
(A;A) D A and (A7A) D A are in fact semantically indistinguishable:

S
=
U
j a

(ATA) v (inf A A)) D A
(ATA) D A) A ((inf A A) D A)
(A7A)D ) A true

AA) o

(| T
o Y T

The first equivalence simply re-expresses A;A using the definition of weak chop in
Table 1 in Sect. 2. The third equivalence holds since the implication (inf A A) D A
is valid for any PITL formula A and can therefore be replaced by the formula true.
Therefore the two characterisations of 2-to-1 formulas are semantically equivalent.

O

We prefer to define 2-to-1 formulas using weak chop because it better copes with
nontermination in applications (such as for mutual exclusion in Sects. 11-13).
Hence, for consistency we will mostly stick with this convention in our presentation
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here. Nevertheless, the variant with strong chop can sometimes help to slightly
shorten proofs.

Local PITL is decidable (see our earlier work with Halpern [45] (reproduced
in [54])), but it has nonelementary complexity (a theorem by Kozen presented
there). Therefore, the PITL subset consisting of 2-to-1 formulas is likewise de-
cidable. Our recent axiomatic completeness proof for PITL with infinite time [57]
ensures that a corresponding PITL theorem can be deduced for any 2-to-1 formula.

We can generalise the previous 2-to-1 example p to be any state formula w.
Any NI!' formula 7' (see Definition 3.1 in Sect. 3.2) is 2-to-1. Furthermore, any
formulas ¢C and ®C are 2-to-1, where ®C' (defined in Table 1) tests that C is
true in some prefix subinterval, possibly the interval itself even if it is infinite. The
cases for NI! formulas and ¢ C' can subsume the case for a state formula w because
it is in NI and additionally semantically equivalent to the PITL formula ®w. Let
us now consider one lemma dealing with all these cases and another concerning
the conjunction of 2-to-1 formulas:

Lemma 4.3 All of the following are 2-to-1 formulas:

Any state formula w.

Any NI formula T.

Any PITL formula of the form OC.

Any PITL formula of the form &C.

Any PITL formula of the form w D ®B, for any state formula w and PITL formula
B.

Grds o o =~

Proof We examine each of these separately:

— A state formula w: If an interval o satisfies the formula w; w then the semantics
of PITL ensures that o’s first state must satisfy w. Hence, o does as well. As
we already noted, this case can alternatively be subsumed by either the next
one for NI formulas or the later one for ¢C.

— An NI! formula 7: Let ¢ be an interval satisfying 7;7 and let o’ be the
subinterval satisfying the left instance of 7. We use case analysis to show that
the interval o indeed satisfies T' as well.

— If o/ has only one state, then ¢ itself must satisfy the right-hand instance
of T.

— Otherwise, both o and ¢/ have two or more states. An NL! formula cannot
test beyond the second state and distinguish between the intervals o and
o’. Consequently, if o/ satisfies 7', so must o.

— A PITL formula of the form <¢C: This follows from the next chain of valid
implications involving the definition of weak chop in Table 1:

(©C);0C > ((00)T0C) v (inf AOC) D (00C)voC > ©C.

For the purposes of comparison, here is a somewhat shorter valid chain of
implications using Lemma 4.2’s alternative characterisation of 2-to-1 formulas
based on strong chop (i.e., F (ATA) D A):

(CC)"0C D O0C DO OC.
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— A PITL formula of the form ®C'": Suppose an interval o satisfies (¢C); ©C. Then
some prefix subinterval o’ of ¢ (perhaps o itself) satisfies the left instance of
®C and furthermore ¢ satisfies ®®C. Moreover, some prefix subinterval o’/
of ¢/ (perhaps o’ itself) satisfies the subformula C. Now ¢’ is also a prefix
subinterval of o, so consequently o satisfies ©C.

Here is a corresponding chain of valid implications:

(©C);0C D (®O);true D ©OC D @C.

— A PITL formula of the form w D & B: The equivalence chain below invokes the
case for ®C to also handle any formula w D ®B:

S(w>dDB) = @O((-w)vB) = &(-w)v OB
= (w)ve®éB = wDPB. O
Lemma 4.4 For any 2-to-1 formulas A and B, the conjunction A A B is a 2-to-1
formula as well. That is, if = (A;A) D A and = (B;B) D B, then also = ((A A
B); (AA B)) D (A A B).

Proof Here is a simple semantic proof with four steps:

1 F A A DO A Assumption
2  B;B D> B Assumption
3 F (AAB);(ArB) D (A;A) A (B;B) PITL

4 = (AAB);(AAB) D AAB 1-3, Prop.

The mention of “PITL” in Step 3 refers to some routine semantic reasoning
about intervals which we do not further justify here. However, we provide detailed
deductions for valid properties of this kind in our recent axiomatic completeness
proof for PITL with infinite time [57]. We can summarise the proof as a chain of
valid implications:

(AANB);(AAB) D (A;A)A(B;B) D AnB. ]

The next theorem about 2-to-1 formulas appears to us to be an important, yet
previously unknown elementary mathematical property about compositionality:

Theorem 4.5 If A is 2-to-1, so is OA. That is, from the valid implication = (A; A) D
A follows the next one: = ((0A); 0A) D OA.

Proof Our goal is to prove the validity of the implication below for any 2-to-1
formula A:

F (0A);0A > OA (2)
The proof of validity is a little simpler if we use Lemma 4.2’s alternative charac-
terisation of 2-to-1 formulas involving strong chop (i.e., = (A7A) D A) to establish
the validity of the next semantically equivalent implication:

= (0DA)TOA > OA. (3)

Let o be an interval satisfying (0A)" 0OA. We now show that o also satisfies OA.
The semantics of strong chop ensures that there exists at least one pair of subin-
tervals ¢/ and ¢’ of o which share a state, combine to make o and both satisfy
the subformula OA. Here is a diagrammatic representation of this:

PRGN
(0A)TOA .
NN~

O.I 0.//
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From the semantics of O we have that every suffix subinterval of ¢’ and ¢’ (in-
cluding o’ and ¢’/ themselves) satisfies the subformula A. Let us now consider an
arbitrary suffix subinterval ¢’”/ of the overall interval 0. We want to show that it
satisfies A and hence o satisfies OA. There are two subcases:

— 0" consists of a suffix of o’ followed by all of o’ (perhaps even o
itself): Now the suffix subinterval of ¢’ and the subinterval ¢” both satisfy A.
Therefore, o’ satisfies the formula A7A. The assumption that A is 2-to-1 and
Lemma 4.2 then yield that ¢’ likewise satisfies A.

— o' is a suffix of o” (perhaps even o’ itself): Hence, o’

satisfies the 2-to-1 formula A.

’ immediately

Therefore, o satisfies OA. Consequently, implication (3) is valid, as is (2), so OA
is indeed 2-to-1.

Observe that we can alternatively express this reasoning about the interval o
and the formula (0A) T 0A by means of a chain of valid implications starting with
(0A)7TOA and ending with OA:

(DA)"DA D O(Av(47A)) D O(AvA) D DA (4)
O

Lemma 4.6 For any NL' formula T and PITL formulas B and C, the following are
2-to-1 formulas:

oT ooC o®C O(w D ©B).

Proof This readily follows from Lemma 4.3 about some simple kinds of 2-to-1
formulas together with Theorem 4.5. O

Recall that T' subsumes w, so OT likewise subsumes Ow.

The 2-to-1 formulas of the form O(w D ©®B) can express some standard tempo-
ral liveness properties. For example, the PTL formula ¢q is semantically equivalent
to ®<Oq, so consequently the conventional PTL formula O(p D ©q) is in fact 2-to-1.
Indeed, its subformula p D <gq is also 2-to-1 because the semantic equivalence of
&g and ©<Oq ensures that the implication can be expressed as p D ©<q.

Let us now discuss why the following three frequently occurring formulas (all
defined in Table 1) are 2-to-1:

finite finw inf,

where w is any state formula. The first one finite is 2-to-1 because it denotes
Oempty, which is 2-to-1 by Lemma 4.3. The formula fin w denotes O(empty D w).
The subformula empty > w is in NL', so O(empty D w) and finw are 2-to-1 by
Lemma 4.6. It then follows from this that inf, which denotes —finite, is also 2-to-1
since it is semantically equivalent to fin false. Alternatively, inf is 2-to-1 because
it can be expressed as Omore. Now more is in NL!, so Omore is likewise 2-to-1 by
Lemma 4.6.
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4.1 Introduction, combining and extension of 2-to-1 formulas

Our interest here is in compositionally proving the validity of implications of fol-
lowing form:
w A Sys O A A finu,

where w is a state formula about the initial state, Sys expresses some abstract
or concrete system’s behaviour in PITL, A is a 2-to-1 formula and w’ is a state
formula about the final state if the system terminates. Now we can build Sys
by starting with various simple formulas corresponding to individual concrete or
abstract program steps. These are then combined in different ways, such as se-
quentially (e.g., using chop) or in parallel (using logical-and). For example, Sys
could be the sequential composition Sys’; Sys”’ of two parts Sys” and Sys”’. Suppose
we have already proved the validity of the following two implications for Sys’ and
Sys’’, respectively:

E w A Sys’s O A A finw”

=W’ A Sy o A A find.
The validity of the previous implication for Sys then follows from the validity of
these, in part because the two instances of the 2-to-1 formula A can be combined
into a single one.

Our mutual exclusion examples discussed later in Sects. 11-13 involve two
processes running in parallel, with each containing several sequential parts. We
first employ a technique for showing that some of the system’s individual steps
imply 2-to-1 formulas. We regard this as a way to introduce 2-to-1 formulas. These
can then be combined together (e.g., sequentially or in parallel) or extended using
some of the other techniques to obtain 2-to-1 formulas about bigger portions of the
overall system. Eventually we show that the entire system with its initial condition
implies a 2-to-1 formula.

Let us now discuss four general kinds of techniques to help compositionally
reason about 2-to-1 formulas. Each is associated with one or two valid generic
implications concerning such formulas. We later present some specific suitable
implications when we look at the four techniques individually in greater detail.
However, these implications are not meant to be exhaustive. Below is a list of the
main categories we consider:

Introduction of a 2-to-1 formula A FA'DA
Sequential combining of two copies of a 2-to-1 formula A = (A4;A4) D A
Extension of a 2-to-1 formula A leftward or rightward F (A A) D A

= (4;A4) 5 A
Parallel combining of two 2-to-1 formulas A and A’ E(AnA)D A"

The shorthand ISEP can be used as an abbreviation for the four parts Introduction,
Sequential combining, Extension leftward or rightward and Parallel combining. The
later Sects. 6-9 cover in detail ISEP techniques for a class of 2-to-1 formulas for
backward analysis. The basic theory of ISEP techniques can even be formalised
in PITL with just chop and skip and so without chop-star. The theory therefore
seems fairly elementary from a mathematical standpoint.

Section 10 adds a further technique for Iteration of 2-to-1 formulas for backward
analysis. The abbreviation ISEPI enlarges ISEP to include this as well. The ISEPI
techniques are later applied to mutual exclusion in Sects. 11-13.
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We now illustrate how the first three ISEP techniques can be used together
to combine several sequential formulas in order to obtain from them a single 2-
to-1 formula. Let Sys be a hypothetical system with four sequential parts somehow
or another expressed in PITL as the formulas Sysq,...,Sys,. We have Sys itself
denote the sequential composition of Sysq,..., Sys,:

Sys = Sysqy; Sysg; Sys3; Sysy.

Now further assume that Sysq,...,Sys, have the associated valid implications
below, which also include five state formulas wq,...,ws to serve as pre- and post-
conditions:

E w1 A Sys; D O-p A finwe

= wa A Syss D (finite A finp) A finws (5)

= w3 A Syss D <©Og A finwy

= wa A Sysy, D (finite A fing) A finws.

Our goal here is to compositionally prove that the four valid implications in (5)
together ensure that Sys implies the 2-to-1 liveness formula O(p D ©q) as expressed
by the next valid implication:

= wi A Sys D O(pD<Og) A finws. (6)

It happens that all the subformulas O-p, (finite A finp), ©Oq and (finite A fin q)
in (5) are in fact themselves 2-to-1. However, this point is not essential here since
our sole aim is to show the validity of implication (6) relating Sys with the 2-to-1
formula O(p D ©q).

Below is a more detailed discussion which explains and motivates each ISEP
technique and relates the first three of them to our example:

— ISEP Introduction of a 2-to-1 formula: Here we show that some formula A’
concerning a system step implies the desired 2-to-1 formula A:

= A" o A

In our example (5), ISEP Introduction concerns three subformulas O-p, <¢Og
and finite A fin q for which we can formalise some valid PTL implications:

FO-pD>O(PD<q FCOgDO(pD<Og) F (finite A fing) D O(p D Og).

These ways for ISEP Introduction of the 2-to-1 formula O(p D <gq) provide
a means to obtain from three of the four valid implications in (5) the valid
implications below for Sys,, Syss and Sys,, respectively:

= wi A Sys; D O(pD<Cg) A finws
= w3 A Sys3 D O(pD<q) A finws (7)
= wa A Sys, D O(pD<Cq) A finws.

Incidentally, the justification for obtaining O(p D ©q) from finite A fin g can be
subsumed by the case for ¢Oqg owing to the next chain of valid implications:

finite A fing D <©Oq D O(p D <gq).

The valid implications such as F (O-p) D O(p D <q) for ISEP Introduction
of a 2-to-1-formula are quite important since they can provide a way to start a
compositional analysis involving this formula.
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It is straightforward to check that if we have a valid implication F A’ > A for
ISEP Introduction, then the ones below can also be used for ISEP Introduction:

E o4’ > oA = mA’ o mA.

For example, from = —p D (p D ©q) follows E O-p D O(p D Oq).
— ISEP Sequential combining of two instances of a 2-to-1 formula: Here we
take two sequential instances of a 2-to-1 formula A and merge them together:

= A;A S A

This with the particular 2-to-1 formula O(p D ©q) together provide a way to
reduce the two valid implications in (7) for Sys; and Sys, to the next valid one
concerning their sequential composition Syss; Sys,:

= w3 A (Sys3;Sysy) DO O(pD<q) A finws. (8)

Theorems and lemmas about closures provide ways to obtain an instance of an
ISEP technique for Sequential combining from a simpler variant of itself. For
example, Theorem 4.5 ensures that = (A; A) D A yields  ((0A);0A) D OA.
— ISEP Extension of a 2-to-1 formula leftward or rightward: The previous
ISEP technique of Sequentially combining two instances of a 2-to-1 formula A
such as O(p D ¢q) seems quite attractive. Unfortunately, it is not always the
case that two adjacent subintervals both satisfy such a 2-to-1 formula A so that
the overall interval automatically also does. However, if one of the subintervals
satisfies A, then we can try to simplify the sequential compositions A’; A and
A; A’ involving A and some other suitable formula A’. The next two valid
implications show the two possible ways to perform the ISEP technique of
Extending leftward or rightward by merging A and A’ together into A:

= A4 > A = A4 o A

Of course, the implications do not work for arbitrary A’, but we shortly consider
some actual practical instances.

Observe that the previous ISEP technique of Sequential combining of a 2-to-1
formula with itself (i.e., = (A;A) D A) is in fact just a special case of ISEP
Extending leftward or rightward, where A’ is identical to the 2-to-1 formula A.
It seems that sequential extension can be highly dependent on the nature of
A’. The next valid implication illustrates the first case = (A’; 4) D A:

= (finite A finp);0(pD <Cq) D O(p D Oq). (9)

Here we take A to be the 2-to-1 formula O(p D ©q) and extend it leftward by the
formula finite A fin p which plays the role of A’. Implication (9) is valid because
the instance of p in the left operand of the chop ensures that p is also initially
true in the right operand’s subinterval. Therefore, the right-hand subinterval
moreover satisfies ©g, so the prefix subintervals of the overall interval which
start before the right-hand subinterval and contain it likewise satisfy <¢, and
hence also the 2-to-1 formula p D ¢gq. We can then use valid implication (9)
to obtain from the implication for Sys, in (5) and the later one for Syss; Sys,
in (8) the next valid implication for Sysy; Syss; Sysy:

E wa A (Sysg; Syss; Sysy) D O(pD<©q) A finws. (10)



18 Ben Moszkowski

Once again using the fact that O(p D <©q) is 2-to-1, we sequentially combine
its two instances in the earlier implication for Sys; in (5) and the other im-
plication (10) for Syss; Syss; Sys, to arrive at our overall goal, the validity of
implication (6) for Sys.

Sect. 8 consider ways to obtain an instance of an ISEP technique for Extending

leftward or rightward from a simpler variant of itself (e.g., see Theorems 8.1
and 8.7).

Here is a chain of valid implications summarising of all of the ISEP transforma-
tions which we have so far applied on the sequential composition of the original
subformulas O-p, (finite A finp), ©Oq and (finite A fingq) in (5):

(0-p); (finite A fin p); (©Oq); (finite A fin q)
S—— —_—— ———
Sys, Sysg Sys,
- D(pDOQ)S(ﬁniteAﬁnp);F(pDOq);D(pDOQ)
Sysg a;lrd Sys,

D O(p D ©q); (finite A finp); O(p D ©q)

J/

Introduction

Sequential combining

Sys andTS’ys ;Sys
’ e Extending leftward
> B(p>©g);0(pD Oq)

Sys, and Sys,;Sys;;Sys, . o
Sequential combining
O O(p D <9).

Underbraces indicate the subformulas reduced to the 2-to-1 formula O(p D <©q)
in each step and also give the associated parts of Sys. Instead of the first step’s
reductions of each of the pair of 2-to-1 formulas ¢Oq and finite A fin q to O(p D ©q),
we can alternatively use ISEP Introduction to reduce finite A fin g to ¢Ogq, and then
invoke ISEP Sequential combining on (¢Oq); ©Oq to obtain ©Og. We follow that by
a second application of ISEP Introduction to arrive at our goal O(p D ©q). Here is
a chain of valid implications summarising this:

(©Oq); (finite A fin q)
—_—————

Sys,
Introduction
) (<>Dq); $OOg
—_———

Sys; and Sys,
Sequential combining
D) <&Og
—~—
Sys4;Sys,
’ Introduction
D DO(pD<q)

We now consider the last of the four ISEP techniques, namely ISEP Parallel
combining of two suitable 2-to-1 formulas. Consider a hypothetical system
Sys’ constructed as the conjunction Sys} A Sysh of two parts Sys] and Sys, both
somehow expressed in PITL. Suppose we have the following valid implications for
Sys’| and Sysh:

’ ’ ’
’LU},]_ N SyS} D) A’ N ﬁn w1}2
w1 A Sysy D AT A finwg g,
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Description of ISEPI technique Basis Use
Introduction (simple version): F A" 5 A (19) (62)
Introduction (with relaxed assumption): = A’ 5 A (20) (63)
Sequential combining of 2-to-1 formula: = (A4; A) D A Def. 4.1 | (64), (75)
Eztend a 2-to-1 formula rightward: = (A; A’) D A (25) (65)
Parallel combining of 2-to-1 formulas: = (A A A”) D A” (30) (50), (66)
Iteration of +-to-1 formula: = AT > A (34) (35)
Iteration of “almost” *-to-1 formula: = w A A* > A (40) (54)

Table 3 Examples of ISEPI-based compositional reasoning about 2-to-1 formulas

where the state formulas wf ;,..., w55 serve as pre- and post-conditions. ISEP
Parallel combining provides a way to obtain a similar implication concerning Sys’
from these two. Here is the most straightforward such implication which is valid:

= (w{,l /\wéyl) A (Sysy A Sysh) D AANA" A ﬁn(wi,z /\wé,z)-

However, we are particularly interested in cases where A and A’ are 2-to-1 for-
mulas and moreover their conjunction A A A’ implies some formula A" which is
noticeably simpler than the conjunction:

= AnA" o A"
Here is a valid PTL formula illustrating the ISEP technique of Parallel combining:
F Op>O0p) A O@>O0-p) D DO-(pag). (11)
The following is another PTL example of ISEP Parallel combining:
E O(p><Op) A O(@><o0-p) D  O=(pag).

ISEP Parallel combining finds application in Sects. 11-13 when we want to merge
together the 2-to-1 formulas obtained for each of two parallel processes concerning
mutual exclusion. Observe that from = (A A A”) D A" readily follows F ((OA) A
(0A”)) D OA”. This semantic inference rule can be used to prove the validity
of the two implications just given concerning O—(p A q) from simpler ones about
—(p A q).

Later Sects. 6-9 will consider the ISEP techniques of Introduction, Sequential
combining, Extension and Parallel combining on a class of formulas which are suit-
able for backward analysis. For the convenience of readers, Table 3 provides an
index to various additional instances of the implications subsequently mentioned
for the various ISEP techniques. This includes two extra entries for combining
Iterations of a +-to-1 formula and an “almost” *-to-1 formula, which we describe
later on in Sect. 10, so in fact all the ISEPI techniques are represented in Table 3.

Remark 4.7 Tt is interesting to note that in our applications of the ISEPI techniques
considered above and later on, the concrete instances of all the formulas A, A" and
A" found in the implications are always 2-to-1 formulas. For example, all three
O-subformulas in implication (11), which involves ISEPI Parallel combining (i.e.,
= (AAA") D A”), are 2-to-1 by Lemma 4.6 because in each of them, the operand
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of O is in NIL!. In fact, the sole exception to formulas being 2-to-1 is just the
statement of Theorem 8.7 in Sect. 8.2 for extending a 2-to-1 formula A to the
right: = (A; A”) D A. However, even there the generic formula for A’ is in a class
called 1-to-@ formulas (see Definition 8.2 in Sect. 8.1) which, like the class of 2-to-
1-formulas, is closed under conjunction and the temporal operator O (as stated in
Sect. 8.1 in Lemma 8.4 and Theorem 8.5). In our application of Theorem 8.7 in
Sect. 12, the concrete instance of A’ is in fact both 1-to-® and 2-to-1.

4.2 2-to-1 formulas involving finite prefix subintervals

The earlier Theorem 4.5 shows that the class of 2-to-1 formulas is closed under
the operator O, which concerns suffiz subintervals. It is natural to ask whether
time symmetry can help extend the result to prefix subintervals and the associated
operator @. In this section we demonstrate that this is indeed the case. The result
is needed when we later consider in Sect. 6 a class of 2-to-1 formulas suitable for
backward analysis. These 2-to-1 formulas play a central role in practically all of
the subsequent sections, including Sects. 11-13 on mutual exclusion.

Theorem 4.8 If A itself is 2-to-1 for finite time, so is @A for all intervals, including
infinite ones. More precisely, if = (finite A (A; A)) D A, then = ((DA); @A) D DA.

Proof The proof is largely based on applying time symmetry to the earlier proof
for Theorem 4.5, which concerns O and suffix subintervals instead of @ and prefix
subintervals. The earlier chain of valid implications (4) in Theorem 4.5 can be
adapted for use with @A in place of OA:

(BA)" DA D B(Av(ATA) D B(AvA) D DA (12)
O

The following is a simple corollary of Theorem 4.8:

Corollary 4.9 If a formula @A is 2-to-1 for finite time, it is itself likewise 2-to-1 for
all intervals, including infinite ones. More precisely, if = (finite A ((DA);DA)) D DA,
then = ((DA); @A) D DA.

Proof We start with (0A); @A. Now the PITL formulas @A and @@A are semanti-
cally equivalent since they both inspect exactly the finite prefix subintervals. The
assumption that @A is 2-to-1 for finite time together with Theorem 4.8 ensures
that MDA is 2-to-1 for all intervals. Hence, so is the equivalent formula ©A. O

Remark 4.10 It is not hard to adapt the results in this section to deal with @A,
which is the weak version of @A defined in Table 1. We omit the details here.

A formula A can in principle be 2-to-1 even if A itself is not 2-to-1. The
formula @skip is a (not especially useful) example. This is because @skip is seman-
tically equivalent to the 2-to-1 formula false, but the operand skip is not 2-to-1
by our earlier discussion near the beginning of this Sect. 4. At present we are not
aware of any such formulas with some practical benefits.
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5 Time reversal and reflection

In this section we consider two complementary ways to exploit time symmetry.
The first is syntactic and the second is semantic.

One way to extend known facts and techniques is by interpreting them in
reverse. For example, as we discussed in Sect. 1, the 2-to-1 PTL formula p D g
can be viewed as a forward analysis from a state in which p is true to one in which
q is true. For backward analysis, we in essence reverse our perspective by means of
the formula (fin p) D Oq (“if p is true in the final state, then q is true in some state”).
This implication considers the behaviour of p in a finite interval’s last state rather
than the first one. In the two sample implications, the subformula <¢¢ has the same
semantic meaning in both the forward or reversed perspectives. The reversed way
of reasoning can with care provide a basis for performing backward analysis from a
situation in a state to some activities which lead up to it. For instance, an analysis
of a system fault could investigate various plausible anomalies which must precede
it. The next statement is also an example: “If I am wearing shoes, then they must
have been previously placed on my feet”.

We will look at some simple and natural syntactic transformations on formulas
which involve time symmetry and are referred to here as time reversal. These
transformations are in general limited to finite intervals, so we employ a two-
stage approach to also obtain results for infinite time. For example, we can prove
validity of suitable formulas for infinite time after using time reversal to establish
their validity for finite time. The current section includes some compositional uses
of the two-stage process on the class of 2-to-1 formulas already introduced in
Sect. 4. Various 2-to-1 formulas are then later applied to doing backward analysis
of mutual exclusion in Sects. 11-13.

For any PITL formula A, define the temporal reversal A” by induction on A’s
syntax to act like A in reverse:

true” = true p" = finp (mA)" = (A7) (AvB)" = A"vB"
skip” = skip (A™B)"=B" A" (A*)" = (A")*.

For instance, more” (the same as (skip™ true)”) reduces to true™ skip, which is
semantically equivalent to more in finite intervals (although not in infinite ones).
Similarly, (BA)" reduces to O(A").

For a finite interval o, let 0" denote the interval 0|, ... oo which temporally
reverses o. Observe that any such o equals the twice reversed interval ¢"". Here
are some simple lemmas concerning time reversed intervals and formulas:

Lemma 5.1 For any finite interval o and PITL formula A, the following are equiva-
lent statements:

(a) oF A
(b) o F A".
Proof We do induction on formula A’s syntax. O

Lemma 5.2 Any PITL formula A is semantically equivalent to A" in all finite in-
tervals. This can be expressed by the valid tmplication below:

= finite D (A= A"").
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Proof We use Lemma 5.1 together with the equivalence of o and ¢"" to show that
A and A" have the same truth values for every finite interval o:

cFA ff ¢"FA" iff o"TFEAT ff oA, O
Lemma 5.3 For any PITL formula A, the following statements are equivalent:

(a) = finite D A
(b) E finite D A".

Proof The formula finite D A is valid iff all finite intervals satisfy A. Let (X71)"
denote the set of reversed finite intervals. This in fact equals XT. Time reversal
of the intervals creates a 1-to-1 mapping between ¥t and itself. Furthermore,
Lemma 5.1 ensures that each finite interval o satisfies A iff the finite interval o”
satisfies A”. Hence, (a) and (b) are indeed equivalent statements. O

Note that PITL with just finite time, like some other temporal logics such as
quantified PTL, expresses the regular languages with words having one or more
letters (as we discuss in [54]). The set of regular languages for any (finite) alpha-
bet is closed under word reversal. This explains semantically why reversal cannot
increase PITL’s expressiveness.

The next semantic concept provides a further application of time symmetry:

Definition 5.4 (Reflections) A PITL formula A reflects another PITL formula
B if = finite D (A= B"). We call A a reflection of B.

For example, the state formula w v w’ reflects fin(w v w’). The 2-to-1 PTL formula
Ow reflects itself and so can be said to be self-reflecting.

It is important to keep in mind that time reversal and reflection both involve
time symmetry, but time reversal is a syntactic concept, whereas reflection is a
semantic one. In practice, we often employ both techniques together.

We now consider some other examples of reflection in order for readers to gain
fluency with the concept in the context of PITL. This will help when we later look
in Sect. 6 at some properties of reflections of 2-to-1 formulas. The formula (fin p) D
&g reflects the formula p O ¢q. They indeed exhibit symmetrical behaviour in finite
intervals. The first formula (finp) D ©q¢ ensures that if p is true in the final state,
then some state has ¢ true. The second formula p D ¢g ensures that if p is true
in the initial state, then some state has ¢ true. It follows that the next formula
reflects the 2-to-1 PTL formula O(p D <q):

D((finp) D <q). (13)

It is not hard to see how p is reflected to be fin p. Similarly, O becomes . We later
show in Sect. 6 that formula (13) is likewise 2-to-1. This formula ensures that
whenever p is true in an interval state, then ¢ is either true in that same state or
some earlier one. Recall from Sect. 3.3 the version of PTL called PTL’ and having
a strong until operator. The PTL' formula below has the same semantics as the
PITL formula (13), although we do not claim that this is obvious:

O-p v ((—p) until q).

The left conjunct O—p deals with intervals where p is never true. In such intervals, ¢
does not need to be true either, so we can ignore its behaviour. The right disjunct
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(—p) until q rather opaquely ensures that if, on the other hand, ¢ is somewhere
true, then p will stay false until the first time ¢ is true. This suffices to guarantee
that the first instance of p cannot precede the first instance of ¢ in the interval.
Let us now look at some trickier examples of reflection involving 2-to-1 formulas
and the operators skip and O. The formula <(skip A q) reflects the 2-to-1 formula
NL! formula O q. Let us consider why this is so. For any finite interval, the formula
O¢q ensures that the interval has at least two states with ¢ true in the second
state. The formula < (skip A q) likewise ensures that the interval has at least two
states with ¢ true in the penultimate state (i.e., the one which is next to last).
Consequently, any finite interval o indeed satisfies one of the formulas < (skip A q)
and O ¢ iff the interval’s reversal ¢” satisfies the other. The next formula reflects
the 2-to-1 formula O(p D O ) and by the presentation in Sect. 6 is likewise 2-to-1:

D((finp) D O(skip A q)). (14)

The only tricky part of the reflection here is when we time-wise reverse the effect
of O ¢ by reflecting it using <(skip A ¢) as discussed above.

Consider what kind of finite intervals are satisfied by formula (14). First of
all, a finite interval satisfies the subformula (finp) D O(skip A ¢) in (14) iff the
propositional variable p is false in the interval’s last state or the interval has at
least two states and the propositional variable ¢ is true in the interval’s penultimate
state. So if p ends up in the last state being true, then the interval has two or more
states and the last one is immediately preceded by another with ¢ true. The effect
of the subformula (finp) D < (skip A q) is therefore to make the overall formula (14)
test that within each finite prefix subinterval of an interval, if p is true in the final
state, then the subinterval has at least two states and ¢ is true in the one just
before the final state. This is identical to testing that any state in the overall
interval with p true is immediately preceded by another state with ¢ true. The
PTL formula below has the same semantics as PITL formula (14):

—p A O((more A ~q) D O-p).

We now demonstrate that every formula has a reflection:

Lemma 5.5 For any PITL formula A, the formula A" is a reflection of A. In fact,
the formulas A and A" reflect each other.

Proof Lemma 5.2 ensures for any PITL formula A the valid implication = finite D
(A = A""). Therefore, by Definition 5.4 about reflections, the formula A is a
reflection of A". In addition, we have the trivially valid implication = finite D
(A" = A"). From this and Definition 5.4 about reflections, the formula A" is a
reflection of A. Consequently, the formulas A and A" indeed reflect each other. 0O

It also follows from our discussion that A reflects B iff B reflects A. Reflect-
ing can sometimes aid in avoiding redundant finite-time proofs in two directions.
Instead, we try to do a proof in one time direction and then with care reflect the
result to apply the other way around. For example, later on in Sect. 6 we reflect
some syntactic classes of 2-to-1 formulas to obtain further classes of 2-to-1 for-
mulas. Sect. 14 discusses how reflection can help reduce reasoning involving @ to
simpler PTL-based reasoning.
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Here is another example of reflecting based on the previously mentioned chains
of implications (4) and (12), which concern the closure of 2-to-1 formulas under O
and @, respectively:

(0A)70A > O(Av(ATA)) D O(AvA4) D 04
(MA")"@mA" > m(A"v (A"TA") D> m(A"vA") O mA".

Remark 5.6 We can alternatively define A" to be a primitive operator in a variant
of PITL called PITL". However, it seems at present simpler to work in conventional
PITL.

5.1 PTL with past time

In our later application of time symmetry to compositional reasoning with 2-to-1
formulas, we sometimes compare PITL formulas to others in a version of PTL with
past time, denoted here as PTL™. It is not a subset of conventional PITL because
that does not have past time. Our experience is that even readers with previous
experience with ITL will find the unfamiliar processes of viewing formulas in re-
verse and interval-based backward analysis somewhat challenging. Consequently,
it seems beneficial to compare PITL formulas obtained using time symmetry with
semantically quite similar formulas in a more widely known formalism such as
PTL™.

Time is modelled in PTL™ as being linear and discrete (like for PITL and
PTL) but having a bounded past. The syntax of PTL is modified to include the
two additional primitive operators ©X (read previous X) and ©X (read once X).
The semantics of a PTL formula X is now expressed as (o,k) = X, where k is
any natural number not exceeding |o|. The purpose of & is to indicate the present
state. For example, the semantics of © and € are as follows:

(o,k)FeX iff k>0and (o,k—1)FX
(o,k) FoX iff forsomej:0<j<k, (0,j)F X.

Consider the sample formula below:
p A O-p A Og A ST,

This is satisfied by any pair (¢, k) with £ > 1 where p is true in the state oy, false
in the previous one oj_1, ¢ is true in the state o or after it, and r is true in the
state o, or before it.
The derived PTL™ operator first is defined as follows to test for the first state
of an interval:
first = = Otrue.

We later use the operator first to help us relate formulas in PITL with others in
PTL™. For example, the following two examples in PTL™ and PTL, respectively,
are satisfied by the same intervals:

first A O(p D ©q) more A ((Op) D q).

More precisely, for any interval o, the pair (o,0) satisfies the left-hand PTL™
formula iff o satisfies the right-hand PTL formula. The PTL™ formula expresses
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that there are at least two states and the first one, which is the present state, has
no past. Furthermore, if p is true in the second state, ¢ is true in its predecessor,
the first state. The second formula is in PTL and expresses that the interval has
at least two states (with no past), and if p is true in the second one, then g is true
in the first. So both formulas concern the same kind of behaviour.

A PTL™ formula X is defined to be satisfiable iff (o,k) E X holds for some
pair (o, k) with k <|o|. The formula X is valid iff (¢, k) F X holds for every pair
(o,k) with k < |o].

Duan [13,14] and Bowman et al. [9] present versions of ITL with past-time
constructs (see also Gomez and Bowman [22]). So in principle, PTL™ can be
regarded as a subset of PITL with past time.

6 2-to-1 formulas for backward analysis

Recall Theorem 4.8 in Sect. 4.2 which establishes that if a PITL formula A is 2-to-1
for finite intervals, then the PITL formula @A is 2-to-1 for all intervals, including
even infinite ones. Let us now consider a significant class of such @-formulas which
are shown to be 2-to-1 with the help of time symmetry. They offer a natural
compositional framework for backward analysis. The previously mentioned PITL
formula @ ((fin p) D ©q) is an example.

The PITL formula @((finw) D ©B) is a generalisation of @((finp) D ©q) and
tests that in any finite prefix interval where w ends true, it is preceded by B. The
subformula B therefore represents some activity observable (non-strictly) prior to
any state where w is true. Such formulas provide a way to do backward analysis
when we want to reason about what must have preceded a state with w true. They
will be extensively investigated and applied in our presentation.

Below is an informal graphical representation of a 10-state interval containing
some finite 8-state prefix subinterval which satisfies (fin w) D ¢B and ends with w
true:

Sta%: [ ] [ ] (] [ J [ J [ ] [ ] i [ J (]

The role which the 2-to-1 formula ®((fin w) D ¢B) plays here is similar to the
one for formulas in the past-time variant PTL™ of PTL (see Sect. 5.1) having the
form O(w D X), where the only temporal operators in the PTL™ formula X are
past-time ones.

Perhaps the most important result we need is the following one about a key
property of the PITL formula @((finw) D> ©B):

Theorem 6.1 For any state formula w and PITL formula B, the following formula
18 2-to-1:
D ((finw) D OB). (15)

Proof The operand (finw) D ¢B can be reflected to obtain the formula w > ®B",
which is 2-to-1 by our previous Lemma 4.3. Hence, the formula (fin w) D ©B is itself
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2-to-1 for finite intervals. It follows from this and Theorem 4.8 that @((finw) D
OB) is 2-to-1 for all intervals.

There is also an alternative proof involving the reflection of 0. We can reflect
D((finw) D ©B) to be O(w > ®B"). By Lemma 4.6, this O-formula is 2-to-1.
Hence, the formula ((ﬁn w) D <>B) is 2-to-1 for finite intervals. By Corollary 4.9,
this formula is 2-to-1 for all intervals, including infinite ones. O

Let us now consider the next instance of @((finw) D ©B):

@ ((finp) D O(skip A q)). (16)

We already mentioned formula (16) as (14) when previously defining and explain-
ing the concept of reflecting formulas. It is true for intervals when each state with
p true is immediately preceded by one with ¢ true. This is because the formula
ensures that any finite prefix subinterval ending with p true in the subinterval’s
last state has ¢ equal true in the subinterval’s penultimate state. So any state with
p true must be immediately preceded by one with ¢ true.

We explained when previously discussing the earlier instance of (16) as for-
mula (14) that it is a reflection of the 2-to-1 PTL formula O(p D Og).

Let us now relate formula (16) to one in PTL™, the version of PTL with past
time previously discussed in Sect. 5.1. We believe that this will help readers better
familiarise themselves with our approach. Formula (16) is comparable to the next
PTL™ formula with the standard past-time operator © for examining the previous
state:

first A O(p D Oq). (17)

By “comparable”, we mean here that an interval o satisfies the first formula (16)
iff the pair (o,0) satisfies the second formula (17). Our use of the PTL™ derived
construct first in formula (17) ensures that the second subformula O(p D> ©q) only
considers intervals with no past. This is in order to conform to the time model for
PITL which, unlike PTL™, lacks past time.

It can be useful to consider the simple case where the interval ¢ has just one
state. Observe that o satisfies the first formula (16) iff p is false in that state.
Similarly, the pair (o,0) satisfies the PTL™ formula (17) iff p is false in o’s single
state. If o has exactly two states, then either p is false in both of them or else the
initial state has p false and ¢ true and the second one has p true.

Pnueli [66] and Lichtenstein, Pnueli and Zuck [41] give early accounts about
how to formalise safety properties for mutual exclusion using past-time formulas of
the form O(w D X), where the temporal formula X only concerns past states and
perhaps the current state, but not future ones. We later look at such approaches
in more detail in Sect. 16.2.

Here is another example of a @-formula which is an instance of (15) and hence
2-to-1 by Theorem 6.1:

@((finp) DO O-p). (18)

This is analogous to the next PTL™ formula with the past-time variant © of <:

first A O(p D ©-p).
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Introduction FA' DA Sect. 7
Sequential combining = (A4;A)D A Sect. 6
Extension rightward F (4;A4") D> A Sect. 8
Parallel combining = (A1 A Ag) DA Sect. 9
Iteration FAT S A E(waA®*) DA Sect. 10

Table 4 ISEPI compositional techniques for a 2-to-1 formula for backward analysis

7 ISEPI introduction of 2-to-1 formulas for backward analysis

Recall the ISEPI techniques previously described in Sect. 4.1. A large part of this
Sect. 7 and the subsequent Sects. 8-10 concerns the ISEPI techniques for 2-to-1
formulas for backward analysis, including iteration of such formulas. The 2-to-1
formulas and their ISEPI techniques will also be extensively used for backward
analysis when we formally study mutual exclusion in Sects. 11-13.

Table 4 gives a summary of our presentation of ISEPI techniques in the previ-
ous, current and next sections concerning 2-to-1 formulas for backward analysis. In
this section we consider the ISEPI technique of Introduction for use with backward
analysis. It can provide a way for a 2-to-1 formula A to be implied from another
one A’ (ie., = A" D A).

We now discuss two simple valid implications to do the ISEPI technique of
Introduction with the 2-to-1 formula @((finw) D ©B). As we already mentioned in
Sect. 4.1, such implications can be quite important since they provide a way to start
a compositional analysis involving the 2-to-1 formula. Therefore, readers should
make sure that they understand the material here. Instances of the implications
are later used in our analysis of mutual exclusion in Sects. 11-13.

The first valid implication for ISEPI Introduction considered here concerns
situations where the state formula w is everywhere false. The implication provides
a way to introduce from a quite simple 2-to-1 formula O—-w in PTL the much more
complicated 2-to-1 PITL formula @((finw) D ¢B):

F O-w > O((finw)>OB). (19)

Proof (Validity of (19)) This follows from the fact that if in an interval the state
formula w is always false, then the PTL formula fin w is false in every finite subin-
terval. Hence, for such an interval the implication (fin w) D ©B is trivially true in
all finite subintervals. It also follows that the details of B are irrelevant. O

We can alternatively show the validity of implication (19) by observing that the
formula O-w is equivalent to @ fin ~w (i.e., F O-w = @ fin ~w). Now @ fin ~w is
semantically equivalent to @— fin w and in addition, simple propositional reasoning
ensures that — finw implies (finw) D ©B in each finite prefix subinterval.

The next valid implication is an example of (19) and its simple form of ISEPI
Introduction:

= O-p > ©((finp) D Oq).

This can be interpreted as stating that if p is always false, then every state with
p true is (non-strictly) preceded by a state with ¢ true.
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Below is a variant of (19) for ISEPI Introduction which relazes the requirement
in finite intervals that w is everywhere false. Instead, w only has to be false in all
states except for perhaps the last one:

= O(more D ~w) A (inf vOB) D  B((finw) D OB). (20)
Observe that if the subformula B is in PTL, so is the antecedent of (20).

Proof (Validity of (20)) We consider the two cases for finite and infinite intervals
separately. The case for infinite ones is easier, so we look at it first.

— For any infinite interval o, the formula more is true for each of ¢’s suffix subin-
tervals (including o itself). As a result, the formula O(more D —w) is semanti-
cally equivalent to O—w. Therefore, the previous valid implication (19) ensures
that o also satisfies @((finw) D OB).

— On the other hand, suppose o is a finite interval which satisfies the antecedent
of (20). Hence, o satisfies O(more D —w), so in each proper prefix subinterval
o’ of o, the PTL formula finw is false. This in turn ensures that (finw) > ©B
is true in all such o¢’. In addition, o itself satisfies ©B, so it likewise satisfies
the implication (finw) D ¢B. Hence, each prefix subinterval of o, including o
itself, satisfies (finw) D ©B. Therefore, o also satisfies @((finw) D OB). O

Below is a simple valid instance of (20) and the relazed form of ISEPI Introduction:
= O(more D —p) A (infv<oq) D B((finp) D Oq).

In the later Sects. 11-13 on mutual exclusion, the first simpler variant (19)
of ISEPI Introduction will be used when a process is not in its critical section.
The second relaxed version (20) finds application for the process step in which a
request is made to enter the critical section.

8 ISEPI extension of 2-to-1 formulas rightward for backward analysis

We have so far presented the 2-to-1 formulas for backward analysis and looked
at associated ISEPI techniques for Introduction and Sequential combining. Here is
an example of the ISEPI technique for Extending rightward already discussed in
Sect. 4.1:

= (-pAOq);0¢ D -pnaOg. (21)

Below is a proof using a chain of valid implications showing that the 2-to-1 formula
—p A Oq is extended rightward by the 2-to-1 formula Og:

(-pADq);0g D -pa(B¢g;0q) D -pnaOg

We later use implication (21) in Sect. 8.2 when we illustrate how to incrementally
obtain another variant of the ISEPI technique for Extending rightward a 2-to-1
formula.

The earlier Theorem 4.8 in Sect. 4.2 concerns 2-to-1 formulas being closed
under @. The next Theorem 8.1, which naturally generalises Theorem 4.8, provides
an incremental way to adapt the ISEPI technique of Extending rightward a formula
A using another one A’ to Extending rightward the formula DA using TA’.
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Theorem 8.1 For any PITL formulas A and A’, we have the semantic inference rule
below:

= (finite n (4;4) D A = k ((DA);D4") > DA (22)

Proof The reasoning in Theorem 4.8’s proof can be readily adapted for application
to (22) by simply using two formulas A and A’ instead of just one. For example,
here is a chain of valid implications which generalises the earlier one (12):

(0A)"@mA" > @m(Av(A7A") D m(AvA) O DA O

Theorem 8.1 is later used in Sect. 8.2 in Theorem 8.7’s proof. Incidentally, a
symmetric variant of Theorem 8.1 to generalise Theorem 4.5 using O instead of
is possible (i.e., = (4’;A) D A = F ((0DA");0A4) D OA). This can facilitate
adapting the ISEPI technique of Extending leftward a formula A using another one
A’ to Extending leftward the formula OA using OA’.

8.1 A class of formulas for use with ISEPI extending rightward

There are various classes of formulas which, like the 2-to-1 formulas, are closed
under conjunction and O. Our presentation now considers one for use in the next
Sect. 8.2 with the ISEPI technique for Eztending rightward the 2-to-1 formula
B((finw) D OB) for backward analysis. This material finds later application in
our analysis of mutual exclusion in Sects. 11-13 when we merge some sequential
steps of a process together.

Definition 8.2 (1-to-@ formulas) Any PITL formula A for which the implication
A D TA is valid is called a 1-to-@ formula.

A 1-to-@ formula therefore has the property that if it is true in an interval, then
it is also true in all the interval’s finite prefix subintervals. The 1-to-E formulas
include all state formulas and E-formulas as well as the formula finite because the
next three implications are all valid:

Fw D Bw = (DB) D @ERB = finite D @finite.

The NL! formula more is not 1-to- since any one-state interval falsifies the im-
plication more D Emore. However, we have the next lemma for a general syntactic
class of NI! formulas involving more:

Lemma 8.3 For any NL' formula T, the NL' implication more D T is a 1-to-@
formula.

Proof We consider two cases for intervals with just one state and with more than
one state. In each case, we show that the intervals indeed satisfy the following
implication:

(more DT) D @(more DT). (23)

If an interval o has just one state, then the PTL formula more is false, so the
interval satisfies more D T'. Furthermore, in a one-state interval, any PITL formula
A is semantically equivalent to @MA. Therefore, the interval o satisfies the PITL
formula @(more D T') and hence also implication (23).
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Now consider an interval o which has more than one state and satisfies the NL
implication more D T. It follows that the interval also satisfies more and therefore
the NL! formula T as well. The formula 7', like any NI! formula, can only test at
most the first two states of an interval, so all of ¢’s finite prefix subintervals with
two or more states also satisfy T'. It follows that every finite prefix subinterval of o,
including the initial one-state one, satisfies the implication more D T. Therefore,
o itself satisfies the @-formula @(more D T') and hence also implication (23). O

Lemma 8.4 The 1-to-0 formulas are closed under conjunction. That is, if = A D DA
and = B D @B, then also = (A A B) D @(A A B).

Proof Here is a simple semantic proof with four steps:

1 F A D DA Assumption
2 F B O @B Assumption
3 F @A A@B = @OAAB) PITL

4 = AAB D @BAAB) 1-3, Prop. O

Theorem 8.5 below for 1-to-B formulas is somewhat analogous to the earlier
Theorem 4.5 concerning closure under O for 2-to-1 formulas:

Theorem 8.5 If A is 1-to-@, so is OA. That is, from the valid implication = A D A
follows the next one:
E 0OA > @©OA.

Proof Here is a short semantic proof:

1 F A D @DA Assumption

2 F OA > O0O@A 1, PTL

3 F DOmA = B{OA PITL

4 = OA D @mOA 2,3, Prop. O

Now for any NL! formula 7', the implication more > T is also in NL!. So we
already have by Lemma 4.6 that the PTL formula O(more D T') is 2-to-1. It follows
from Lemma 8.3 and Theorem 8.5 that O(more D T') is also 1-to-@. This includes
the PTL formula stable p defined in Table 1. The operator stable frequently occurs
in applications of ITL, so it is convenient that a formula such as stable p is both
2-to-1 and 1-to-B. The PTL formulas w, Ow and finite are likewise 2-to-1 and
1-to-@. The formula Og already mentioned in the sample valid implication (21) is
an example. We shortly make use of the formula Og being 1-to-@.

Remark 8.6 Another simple example of formulas which are closed under conjunc-
tion and O is the set of 1-to-O formulas for any A for which A D OA is valid.
These are to a degree time-wise symmetric versions of the 1-to-E ones. We do not
further discuss here the theory of the 1-to-O formulas but briefly encounter them
later in Sect. 13.3 (when we analyse formula (92)).

8.2 Incremental version of ISEPI technique to extend a 2-to-1 formula rightward

We now provide an application of the 1-to-E formulas just presented in Sect. 8.1.
The main result here is Theorem 8.7, which provides a way to do the ISEPI
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technique of Extending rightward the 2-to-1 formula ((ﬁn w) D <>B) for back-
ward analysis. Theorem 8.7 concerns a semantic inference rule for ensuring that
if B is Extended rightward by a suitable PITL formula C, then the 2-to-1 formula
((finw) > ©B), which contains B as a subformula, is itself Eztended rightward by
the conjunction w A C.

Theorem 8.7 Let B be a PITL formula, C be a 1-to-@ formula and w be a state
formula. Then the following semantic inference rule is sound:

=(B;C)>B = F ((B');(wnaC))>OB, (24)

where @B’ is simply the 2-to-1 formula @((finw) D ©B).

The second implication in the semantic inference rule is identical to the following
one which does not abbreviate @((finw) > ¢B) as @B

(((ﬁnw) 3<>B)>;(wAC) > @I((finw) D OB). (25)

Here is now the proof of Theorem 8.7:

Proof (Theorem 8.7) If we have the valid implication = (B;C) D B, then the
following instance of the same ISEPI technique for Eztending rightward is also
valid:

= ((finw) D OB);(wnaC) > ((finw) > OB). (26)

Here is a chain of valid implications to justify this from its sole required assumption
= (B;C) D B:

((finw) D OB); (wAC) D (((ﬁnw) > OB) /\ﬁnw>;C

(27)
> (¢B);C D 9O(B;C) > ©B > ((finw)><©B).

From implication (26) and Theorem 8.1 then follows the validity of the next im-
plication that is a variation of (26):

= (((ﬁnw) D <>B)>; D(waC) D O((finw) D OB). (28)

The formula @(w A C) can be re-expressed as w A @C. This and our assumption
that C is 1-to-E permit us to obtain the next chain of valid implications:

wAC D waBC D @O(wa().
Consequently, the next implication is valid:
= (((ﬁnw) DOB));(w/\C’) D (((ﬁnw) DOB));(w/\C).

This together with the earlier one (28) ensures the validity of implication (25) and
therefore the desired soundness of semantic inference rule (24). O
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Like the semantic inference rule in the previous Theorem 8.1, semantic in-
ference rule (24) provides an incremental way to obtain an instance of an ISEPI
technique from a simpler variant of it.

We illustrate the use of Theorem 8.7 by taking as examples of w, B and C the
propositional variable p, and the two PTL formulas —p A Og and Og, respectively.
Here is the associate instance of = (B;C) D B:

= (-pADOq);Bg D -pnaOg

This was already presented as implication (21) at the beginning of this section
to provide a simple example of the ISEPI technique of Extending rightward. It
was furthermore shown there to be valid. The formula Og is 1-to-@ (and 2-to-1).
Implication (21) can therefore serve as the first implication required by Theo-
rem 8.7’s semantic inference rule (24) to obtain the sample instance below of
implication (25) for the ISEPI technique of Eztending rightward the 2-to-1 formula

@((finp) D O(-p A Og)):
= (((ﬁnp) D O(—p A DQ))>; (pAOq) D @((finp) D O(—p A Og)).

The particular instance of C' we later use in our analysis in Sect. 13 of mutual
exclusion for Peterson’s algorithm is the conjunction (70) of two formulas each of
form O(more D T), where T is in NL*'. Such formulas are conveniently both 2-to-1
and 1-to-@, as we already noted above in Sect. 8.1. The PTL formulas w, Ow and
finite are also 1-to-@ (and additionally 2-to-1), so they can likewise be included in
such conjunctions which serve as instances of C.

9 ISEPI parallel combining of 2-to-1 formulas for backward analysis

The next Lemma 9.1 involves an instance of the ISEPI technique already discussed
in Sect. 4.1 for the Parallel combining of two suitable 2-to-1 formulas. It will be
needed later on to obtain Corollary 11.1 in Sect. 11.2.3. That lemma concerns
mutual exclusion and gives a way to establish that two processes operating in
parallel are not simultaneously in their critical sections. We consider here the
conjunction of two 2-to-1 @-formulas each of the form @((finw) > ©B):

Lemma 9.1 For any state formulas w and w’ and PITL formulas B and B’, suppose
the following implication is valid:

= ©B A OB' > inf. (29)

Then the next implication for use with ISEPI Parallel combining and backward anal-
ysis is also valid:

F  ©((finw) > OB) A B((finw’) DOB") > O-(wAw). (30)

The assumption (29) states that the formulas B and B’ cannot both occur in suffix
subintervals of any finite interval.
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Before proving Lemma 9.1, we discuss some illustrative examples of implica-
tions (29) and (30), respectively:

= O(skip A q) A O(skip A—q) D inf (31)
@((finp) D O(skip A q)) A ((ﬁnp') D O(skipa—g)) D O=(pa ). (32)

The first implication (31) expresses that a finite interval with two or more states
cannot have the propositional variable ¢ being both true and false in the penul-
timate state (i.e., the one next to last). Observe that the antecedent of implica-
tion (31) is actually unsatisfiable, so the implication is vacuously true. The second
implication (32) involves backward analysis to specify that any state with p true
is immediately preceded by one with ¢ true, and similarly each state with p’ true
is immediately preceded one with ¢ false. This implication is comparable to the
valid PTL™ formula below:

= O(p>©q A~ 0p >6-~q) > O-(pap).

By “comparable”, we mean here that an interval o satisfies the PITL implica-
tion (32) iff the pair (o,0) satisfies the PTL™ formula.

Proof (Lemma 9.1) Here is a proof in steps which assumes the validity of (29):

— The next implication is valid by the assumed validity of (29) together with
propositional reasoning:

= =inf A ((finw) D OB) A ((finw') D 0B") > (=finw) v (= finw’).

This contains the subformula —inf in the antecedent and so concerns behaviour
in finite intervals.

— We then have the following chain of valid implications involving PTL-based
reasoning about the operator fin:

(~finw) v (=finw’) > (fin-w) v (fin-w’)
> fin(~w v ') D fin—(waw).

The valid implication below, which is suitable for ISEPI Parallel combining,
subsequently results from combining the previous one and this chain:

E —inf A ((finw) D OB) A ((finw') DOB") > fin—(wArw).

— The following implication for ISEPI Parallel combining, which is about finite
prefix subintervals, is consequently valid:

= @-inf A 3((finw) D OB) A B((finw’) D OB) O Ofin-(wAuw’).

This is because for any PITL formulas A1,..., A, and A’, if the implication
(A1 Ao A Ap) DA is valid, so is ((DA1) A -+ A (DAR)) D @A’ (and indeed
also ((OA1) A --- A (OAR)) D OA).

— The subformula B—inf is trivially true because —inf is semantically equivalent
to finite and therefore true in all finite intervals. Furthermore, the subformula
fin=(w A w’) and the PTL formula O-(w A w’) are semantically equivalent.
This is because for any interval o, the set of the final states of ¢’s finite prefix
subintervals (which @ fin =(w A w’) examines) and the set of o’s states (which
O-(w A w’) examines) are identical. Hence, the previous valid implication is
semantically equivalent to our goal (30), which is therefore also valid. O
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10 ISEPI iteration of 2-to-1 formulas for backward analysis

We now define some natural variants of 2-to-1 formulas which involve the iterative
constructs chop-star and chop-plus instead of chop. It turns out that the 2-to-1
formula @((finw) D> ©B) for backward analysis has special connections with such
variants. The associated ISEPI technique for Iteration finds application in our
analysis of mutual exclusion in Sects. 11-13 when we consider multiple requests
by a process to a shared resource.

Definition 10.1 (*-to-1 formulas) Any PITL formula A for which the implica-
tion A* 5 A is valid is called a *-to-1 formula.

Definition 10.2 (+-to-1 formulas) Any PITL formula A for which the implica-
tion AT O A is valid is called a +-to-1 formula.

Here is a brief summary of the three classes of formulas we have defined for
sequential composition:

2-to-1 formulas = (4;A4)D A
x-to-1 formulas F A > A
+-to-1 formulas = AT o A.

The three categories are all closed under conjunction and O (e.g., see Lemmas 10.4
and 10.5 below for +-to-1 formulas). It is not hard to see that any formula A which
is +-to-1 is 2-to-1:

Lemma 10.3 Fvery +-to-1 formula is also 2-to-1.

Proof Observe that for any PITL formula A, we have that A; A implies AT:
(A; A) D AT. Now if A is +-to-1, then A" in turn implies A. Hence, by transitivity,
the formula A; A implies A as well, so the formula A is indeed 2-to-1.

Here is a corresponding chain of two valid implications:

A;A > AT o A O

Likewise, any formula which is *-to-1 is also 2-to-1 and +-to-1 as well because of
the valid PITL implications = (A4; A) D> A™ and = AT 5 4™ which respectively
yield the following two chains of valid implications:

A4 S AY o 4
At o5 A 5 A

However, the three categories are by no means identical. Below are sample formulas
which illustrate this point:

| 2-to-1  %to-1 +-to-1
finite v
P v v
empty v v v
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The reason not every 2-to-1 formula is also +-to-1 is because of the situation
in infinite time. Consider the 2-to-1 formula finite. Any infinite interval satisfies
finite™ but not finite. The same reasoning holds if we replace finite™ by ﬁm’te*, SO
the formula finite is therefore also not *-to-1.

All 2-to-1 E-formulas are also +-to-1 as is later shown in Theorem 10.7. Fur-
thermore, the @-formulas of the form @((finw) D <>B), which we already consid-
ered for backward analysis, are subsequently shown in a meaningful formal sense
to be nearly members of the class of *-to-1 formulas. Certain instances of such
formulas can then be profitably used in our analysis of mutual exclusion when
we want to compositionally analyse the behaviour of a process making multiple
requests to a shared resource.

Let us now discuss further properties of 2-to-1 and +-to-1 formulas. We make
some use of *-to-1 formulas as well and later mention in Sect. 15.5 their connection
with our earlier work on compositionality in I'TL.

Lemma 10.4 For any +-to-1 formulas A and B, their conjunction A A B is +-to-1
as well. That is, if = AT D A and = BT D B, then also = (A A B)T > (A A B).

Proof The formula (A A B)™ implies both AT and B™ and consequently also their
conjunction AT A BT. Our assumption that A and B are both +-to-1 then guar-
antees that this implies A A B. Here is a corresponding chain of valid implications:

(AnB)T > ATABT o> AAB. O

Lemma 10.5 If A is +-to-1, so is OA. That is, if E AT D A, then also F (DA)T D
OA.

Proof Let o be an interval which satisfies (DA)". Our proof will check that each
suffix subinterval of o, including o itself, satisfies A* and hence also A. Therefore,
o satisfies OA. There are two cases to consider which depend on whether the
number of iterations is finite or infinite:

— The chop-plus involves a finite number of sequential iterations of OA: It
follows that o satisfies the PITL formula (DA)*A OA containing strong versions
of chop and chop-star. Each of ¢’s suffix subintervals can then be shown to
satisfy AT and so also A, since A is +-to-1. Hence, o satisfies OA.

— The chop-plus involves w sequential iterations of OA (so the interval is
infinite): We can readily check that each suffix subinterval ¢’ of o satisfies
A% and hence also AT. Therefore, o’ satisfies A itself because A is +-to-1.
Consequently, o satisfies OA. O

The next theorem is the converse of Lemma 10.3, but necessarily restricted to
finite intervals for reasons given shortly:

Lemma 10.6 If A is 2-to-1, then it is +-to-1 for finite time, that is, the implication
below s valid:

finite > (AT D A). (33)

Proof Let o be a finite interval satisfying A*. We want to show that o satisfies
A as well. Now for some natural number k > 1, o satisfies k£ instances of A se-
quentially combined with £ — 1 chops between then. For example, if k is 3, then o
satisfies A; A; A. Note that in finite intervals, strong and weak chop have the same
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semantics. We do induction on the number of chops in the formula A;...; A and
employ the assumption that A is 2-to-1 to demonstrate that o satisfies A itself.
Therefore, A is indeed +-to-1 for finite-time intervals and hence implication (33)
is valid. O

We already pointed out above that the formula finite is an example of a 2-
to-1 formula which is not +-to-1 in infinite time. This explains Lemma 10.6’s
requirement about finite time. However, the next Theorem 10.7 demonstrates that
all @-formulas which are 2-to-1 formulas are also +-to-1 even for infinite time. Such
formulas are moreover later used in our analysis of mutual exclusion in Sects. 11-13
for multiple requests by a process to a shared resource.

Theorem 10.7 Any 2-to-1 formula @B is also +-to-1 for all intervals, including in-
finite ones:
= (@mB)™ > @B. (34)

The proof of Theorem 10.7 is given shortly.

Note that in contrast to a 2-to-1 @-formula, a 2-to-1 O-formula, which looks at
suffix subintervals rather than the prefix ones examined by @, is not necessarily
+-to-1. We can take the formula Ofinite to serve as an example of this. It is
semantically equivalent to finite, which we already pointed out is not 4+-to-1 in
infinite intervals.

We use Theorem 10.7 to provide an ISEPI technique for Iteration with chop-
plus. This has the form = AT 5 A. The theorem ensures that the implication is
indeed valid if we take A to be the 2-to-1 formula @((finw) D> ©B) for backward
analysis:

- (((ﬁ” w) D <>B)>+ > B((finw) D OB). (35)

Before proving Theorem 10.7, we present a lemma which concerns a semantic
inference rule used in the proof:

Lemma 10.8 For any PITL formulas C and C’, the next semantic inference rule is
sound:

= (finite nCT) D @O’ = ECcTC* > B’ (36)

Proof We start by assuming the validity of the implication (finite A CT) D> ©C’.
Our goal is to show from this that any interval o which satisfies C™C™* also satisfies
mC’. Let o’ be any finite prefix subinterval of ¢ (including o itself if it is finite). Our
proof will show that any such ¢ satisfies C’ and hence o itself satisfies @C”’. Now
o satisfies C™C™, so o’ is contained in a finite prefix subinterval ¢/ which likewise
satisfies C™C™ and so also both ¢t and finite A C. Hence by the assumption,
o'’ also satisfies @C’, so its prefix subinterval ¢’ satisfies C’. It follows that all of
the finite prefix subintervals of ¢ indeed satisfy C’, and therefore o itself satisfies
mC’. O

We now supply Theorem 10.7’s proof:

Proof (Theorem 10.7) Case for finite time: Lemma 10.6 ensures that (33) is valid
for finite time for any 2-to-1 formula, so the next instance of (33), which is moreover
a variant of (34), is valid as well:

(finite A (@B)Y) > mB.
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Case for infinite time: Our goal here is to show the validity of the next implica-
tion:
(inf A (DB)T) > @B

Let A denote @B. We re-express inf A A™:

= infa At = (inf A AY) v (A*A(inf A A)).

The subformula A* ™ (inf A A) is re-expressible as inf A (AXTA), so our semantic
proof can be divided into two parts:

inf A (A¥74) o A (37)
inf A A¥ DA (38)

Subcase for (37): We already have AT > A valid for finite time. Therefore, the
chain of implications below is valid since A is 2-to-1 and A* occurs in the finite
left of

A¥TA S (emptyv AT)YTA o (emptyTA) v (AT TA)
> Av(ATA) DO Av(AA) D AvA D A

Hence, formula (37) is valid.

Subcase for (38): Recall that A denotes here the @-formula @B. Furthermore,
the PITL equivalence @B = BEB is valid (much like the valid PTL equivalence
= Op = O0p). Hence, we have F A = MA. Lemma 10.8 permits us to take an
instance of the sound semantic inference rule (36) with C and C’ both A:

= (finite n AT) D A = EATA* 5 DA
We then replace each @A by A using = A = DA:
= (finite A AT) D A = EATA* 5 A

We already have the validity of (finite A (IB)T) D @B from the case for finite
time. This is re-expressed using A instead of @B to obtain = (finite A AT) D A.
The semantic inference rule then yields that the implication A7”A* 5 A is also
valid. In infinite time, A* and A™ A are semantically equivalent, so our goal (38)
is valid.

The combination of (37) and (38) ensures (34) is valid for infinite intervals.

Our proof’s two cases for finite and infinite intervals then yield (34)’s validity
for all intervals. O

Remark 10.9 Let us briefly note without proof some interesting facts not needed
here. Recall from Lemma 4.3 that any formula w, T or ®C is 2-to-1. They are
in fact also +-to-1 even for infinite time. Also, if B is 2-to-1, so are the two
formulas w D (B A finw) and O(w D (B A finw)). Reflection helps ensure that
O((finw) D (B A w)) is as well. This @-formula is +-to-1 even for infinite time.

Furthermore, if the formula B* 5 B is valid (i.e., B is #-to-1), then so is C* > C,
where C' is any of these three formulas.
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10.1 Zero or more sequential iterations of a 2-to-1 formula

When we later compositionally analyse how a process can make multiple accesses
to a shared resource, it is natural to include the case where no accesses are per-
formed. So it would be convenient in such circumstances to use for backward anal-
ysis some *-to-1 formulas introduced in Definition 10.1 at the beginning of this
Sect. 10. Now every ®-formula @((finw) D ¢B) has already been shown to be 2-
to-1 (Theorem 6.1) and therefore also 4+-to-1 (Theorem 10.7 and implication (35)).
However, we now show that ®((finw) D ©B) is unfortunately not necessarily *-
to-1. Nevertheless, we offer a workaround which is nearly *-to-1 and quite suitable
for using as an ISEPI technique for Iteration when we look at mutual exclusion in
Sects. 11-13.

Let us now present two lemmas concerning the relationship between instances
of the @-formula @((finw) D ¢B) for backward analysis and the class of *-to-1
formulas:

Lemma 10.10 Not every formula ®((finw) D OB) is *-to-1.

Proof We exhibit such a @B-formula and an interval which satisfies the weak chop-
star of the formula but not the formula itself. Consider the previous @-formula (16),
which is reproduced below:

((ﬁnp) D O(skip A q))

Let o be a one-state interval with the propositional variable p true. We show that
o falsifies the next implication:

(((ﬁnp) > O(skip A q))>* S5 @((finp) D O(skip A q)). (39)

Now o, like every one-state interval, trivially satisfies any weak chop-star formula
A*. Therefore, o satisfies (39)’s antecedent. In a one-state interval, the consequent
of implication (39) reduces to the PTL formula p D (skip A ¢q). However, the interval
o, which sets p to true, cannot satisfy the subformula skip since that requires at
least two states to be present. O

The earlier sample @-formula (18) is also not *-to-1. This is because in a one-state
interval, @((finp) D ©-p) simplifies to p D —p, which is falsified if the interval sets
p to true.

The next lemma shows how instances of the @-formula @((finw) > ¢B) can
always be regarded as “almost” *-to-1 if we require w to initially equal false:

Lemma 10.11 For any formula ((ﬁn w) D <>B), the next implication s valid:

*
= ~w A (B((finw) >0B)) > B((finw) > OB). (40)

Proof Let C denote @((finw) D ¢B). We already used Theorem 10.7 to show that
C is +-to-1 (i.e., see the earlier valid implication (35)). Therefore, we have the
following:

= ¢t o c. (41)
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This is the ISEPI technique of Iteration for chop-plus, as we previously mentioned
with regard to (35). We can also show the following:

E emptyr-w DO C. (42)

This is because in a one-state interval any formula EA is semantically identical to
its operand A. In particular, C' is identical to (finw) D ©B, which in a one-state
interval further simplifies to w D B. So a one-state interval which satisfies —w also
satisfies C.

Let us now look at merging the two implications (41) and (42) into a single
one from which we can later on obtain that C is “almost” *-to-1:

= Ot v (empty A —w) D C. (43)

Simple propositional reasoning ensures that the conjunction —w A (empty v C)
implies the antecedent C* v (empty A —w) in (43):

= —wa(emptyvCT) D CT v (empty A —w).

We can then combine this and (43) using further straightforward propositional
reasoning:
= —waA(emptyvCT) o C.

The PITL equivalence A* = (empty v AT) is valid for any formula A. We use
it to simplify empty v CT to obtain the next valid implication:

= ~waACt o C
This is in fact identical to our goal (40). O

For the convenience of readers, Table 5 lists the ISEPI techniques presented in
Sects. 6-10 specifically for use with the 2-to-1 formulas for backward analysis. The
table can be used for reference when we apply the techniques to mutual exclusion
in the next three Sects. 11-13.

11 Analysis of an abstract mutual exclusion algorithm

In this section and the next two, we consider how to apply compositional backward
analysis and the previously introduced 2-to-1 formulas of the form @((finw) D ¢B)
to mutual exclusion and Peterson’s algorithm [64]. These have provided us with a
rich and stimulating initial testing ground for developing and experimenting with
our ideas about backward analysis in ITL. They together also serve as a proof-
of-concept of the approach and at least at present are a rather inseparable part
of our exploration of time symmetry. We certainly do not claim that our research
has reached a stage where it is ready to be deployed in practical problems.
Figure 1 shows a version of Peterson’s algorithm. One reason for looking at
it is because it is a quite elegant and popular example of mutual exclusion and
seems to serve as a kind of benchmark for formal techniques. We will have much
more to say about Peterson’s algorithm in Sect. 13 where we formalise in PITL
a version of it with two concrete processes Py and P;. However, our analysis
of mutual exclusion initially mostly focuses on a more abstract and higher-level
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Introduction (first variant): Formula (19) in Sect. 7:
= O-w > B((finw)DOB).
Introduction (second variant): Formula (20) in Sect. 7:
= O(more D —w) A (inf vOB) D  O((finw) D OB).
Sequential combining: (See Theorem 6.1)
(((ﬁnw) D <>B)>; D((finw) D OB) > @((finw) D OB).

Extending rightward: Formula (25) in Sect. 8.2:

= (B((finw) 5 0B)); (wn €) > B((finw) > OB),
where C'is a 1-to-@ formula and extends B rightward (i.e., = (B;C) D B).
Parallel combining: Formula (30) in Sect. 9:

E B((finw) DOB) A B((finw) D OB") D O-(waw’),
where = (OB A OB') D inf.

Iteration (version for +-to-1 formula): Formula (35) in Sect. 10:

= (((ﬁnw)DOB)>+ > B((finw) D OB).

Iteration (version for “almost” *-to-1 formula): Formula (40) in Sect. 10.1:

_ _.wA<((ﬁnw)D<>B)>* > O((finw) D OB).

Table 5 Summary of ISEPI techniques for 2-to-1 formulas for backward analysis

algorithm with two abstract processes Qg and Q1. It contains shared aspects of
several algorithms and proofs. This is in part because our study of compositionality
in Peterson’s algorithm has helped us see benefits of applying time symmetry to
formalising in PITL some abstract issues arising in mutual exclusion. In the future
we would of course like to gain more experience by considering other applications
and also a range of modelling assumptions, but our research has not yet progressed
to this stage.

Let us now review the notion of mutual exclusion. It is one way to ensure that
multiple processes safely access a shared resource. Examples of it include cash
machines accessing a single bank account and processes utilising a shared printer.
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Process Py Process Py
1. noopo; 1. noop1;
2. flagy:=1; 2. flag, :=1;
3. turn == 1; 3. turn := 0;
4. await(flag; =0 v turn = 0); 4. await(flago=0 v turn = 1);
5. noopo; (critical section) 5. noop1; (critical section)
6. flagg:= 0; 6. flag, := 0;
7. noopo 7. noop1

Initially flagy= flag; = 0. The starting value of turn is unimportant.
Each statement noop; denotes a “no-operation” which does no assignments.

Fig. 1 A version of Peterson’s algorithm with two concrete processes Py and P

Here is the general structure of a single access by one abstract process:

(a) Noncritical section;

(b) Request exclusive right to resource;

(c) Critical section with exclusive access; (44)
(d) Release exclusive right to resource;

(e) Noncritical section.

Taubenfeld’s textbook [76] gives English-language proofs of mutual exclusion for
various algorithms, starting with Peterson’s (as is indeed often the case in text-
books). Unlike mutual exclusion proofs in conventional point-based temporal logic
such as those by Pnueli [66] and Kroger and Merz [37], ours does not use a com-
prehensive set of labels for all relevant program steps. This reflects the quite dif-
ferent nature of point- and interval-based approaches, which can be respectively
referred to as endogenous and exogenous. We have more to say about this later on
in Sect. 15.2.

The abstract processes Qo and Q1 and the associated analysis capture some
general features of mutual exclusion which apply to many concrete algorithms, not
just Peterson’s. A major benefit of the abstract framework is that it involves a fairly
direct application of the ISEPI techniques for 2-to-1 formulas for backward analysis
presented earlier in Sects. 6—10.

At first glance, it might seem easier to formalise something specific and tan-
gible such as the processes Py and P; in Peterson’s algorithm than to formalise
the more abstract processes Qo and Q1. However, before we can reason about the
concrete Peterson processes Py and P; in PITL, their individual statements need
to be expressed as PITL formulas. This requires some further explanation and jus-
tification about the modelling assumptions used for concurrency and so is deferred
until later in Sect. 13. Furthermore, any analysis dealing just with the concrete
processes Py and P; in Peterson’s algorithm is of course much more limited than
an analogous one about a higher-level framework for abstract processes Qo and Q1
which can be adapted to many algorithms, including Peterson’s. In distinct con-
trast to the situation with modelling and reasoning about Peterson’s algorithm in
PITL, our ISEPI techniques for 2-to-1 formulas presented in Sects. 6-10 can be
almost immediately used to provide a fairly concise and high-level analysis of the
abstract processes Qo and Q1.
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Nevertheless, it can be confusing to work just with the abstract algorithm
without having any motivation provided by a concrete one. Therefore, Fig. 1 shows
our processes Py and P; for Peterson’s algorithm. We will only discuss certain
aspects of them here which help with understanding the abstract processes Qg
and @1 and the associated correctness formulas.

The concrete processes Py and P; in Fig. 1 together have three program vari-
ables flagy, flag; and turn with values in {0, 1}. To stay propositional, let 0, 1 and
= stand for false, true and =, respectively. Both flag, and flag, are initialised to
0, but turn’s starting value is unimportant. The statements noopg and noop, are
simply “no-operations” or “no-ops” during which time the processes do not assign
their respective variables values. Real processes would likely examine and modify
other variables besides flag; and turn, but we ignore them here. The PITL seman-
tics of noop; and other statements in each concrete process P; are given in Sect. 13.
We do not need to know their details in our analysis of the abstract processes Qo
and Ql-

11.1 Model with the abstract processes Qg and Q1

The abstract processes Qo and @)1 are modelled as executing together with ini-
tialisation, and expressed as /\,L-E{O’l}(miti A Q;). Here init; is some state formula
for initialising @;’s variables. The analysis assumes that each process @Q; has an
auxiliary boolean variable cs; true exactly when @Q; is in its critical section and
that init; sets cs; to false:

= anit; D —es;. (45)

Section 13 gives a concrete instance PJ in (71) for each abstract process @Q;. We use
P! to serve as a variant of Peterson’s algorithm with additional formulas describing
the behaviour of cs;. In Sect. 13 we likewise define in (76) the concrete version
pinit; of init; to be the state formula flag; = 0 A —c¢s;. As is already noted in Fig. 1,
the initial value of the shared writable variable turn is not important. For our
analysis of the abstract algorithm, we need for each init; that the implication (45)
is valid. This is certainly the case with the concrete formula flag; = 0 A —cs;, as
the next valid implication demonstrates:

= flag; =0 A —cs; D s

Our goal here is to have two general Abstract Assumptions which together
with the valid implication (45) (i.e., = init; D —cs;) suffice to ensure that the
abstract processes Qo and @1 are never simultaneously in their critical sections
(line (c) in (44)). The Abstract Assumptions will be shortly introduced in Table 6
in the next Sect. 11.2.

We now briefly summarise our goal concerning mutual exclusion. Our aim is
to prove —(cso A cs1) is always true, as stated in the next implication:

= /\ (im'tz- A Qz) D D—|(CSQ A 651).
1€{0,1}

The Abstract Assumptions will indeed be shown in Sect. 11.2 to be sufficient to
guarantee the validity of this.
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First Abstract Assumption for each i € {0,1}
= anit; A Q; D AbsSafe; A fininit;, (46)
where AbsSafe; is defined as @((fin cs;) D <©D;) for some D;.

Second Abstract Assumption
F ODp A OD1 D inf (47)

Table 6 The first and second abstract assumptions

Our abstract analysis can also be generalised to multiple accesses to the shared
resource by processes as is discussed later in Sect. 11.3. Properties besides mutual
exclusion such as freedom from deadlock are not considered here, but they could be
shown with our compositional techniques for liveness [50,51] using 2-to-1 formulas
for forward analysis such as O(p D <q).

11.2 Basic mutual exclusion for the abstract processes

We now introduce the two Abstract Assumptions (46) and (47). They concern
mutual exclusion for the abstract processes Qo and @1 and describe some tempo-
ral behaviour. Table 6 shows these Abstract Assumptions, which are individually
referred to as the First Assumption (46) and the Second Assumption (47). The
following 2-to-1 formula AbsSafe; is used in the First Assumption (46) to describe
a safety property for Q;:

AbsSafe;, =  @B((fincs;) D OD;). (48)

This formula AbsSafe; is an instance of the 2-to-1 formula @((finw) D ©B) intro-
duced in Sect. 6 for compositional backward analysis. Our experience is that many
readers have trouble grasping the intuition behind the Abstract Assumptions (46)
and (47) and in particular the role of the abstract formulas D; and AbsSafe;. We
therefore first discuss concrete instances of D; and AbsSafe; and only then give
a general explanation of the Abstract Assumptions. One aim here is to preview
some aspects of our analysis of Peterson’s algorithm in Sect. 13.

11.2.1 Justification of the first abstract assumption

As already noted above in Sect. 11.1, we later on define a variant process P] of
each process P; in (71) in Sect. 13 (more precisely, in Sect. 13.2). The purpose of P/
is to ensure that the auxiliary variable cs; is indeed true exactly when the process
P; is in its critical section. The later definition of process P/ in (71) is reproduced
below for the convenience of readers in order to assist in our explanation of D,
and AbsSafe;:

P =

; P;’s lines 1-3 A stable cs;);

(

(PZ"S line 4 A cs; <~ true);

(PZ"S line 5 A c¢s; <~ false)'
(Pi’s lines 6-7 A stable csi).
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Recall the derived constructs stable and padded temporal assignment (<) given
in Table 1. The actual concrete instance of D; defined and used in Sect. 13.3 for
our analysis of Peterson’s algorithm is the formula E; given below (see (73)):

E;i = flag;=1 A turn=1—14 A O(flagi_; =0 v turn =1i) A nochange;.

Here nochange; is defined later in Sect. 13.1 as part of the PITL semantics of
the statements in Peterson’s algorithm. The formula nochange; specifies that the
process P; is not assigning any values to flag; and turn. Further details about
nochange; are not needed for the moment.

Let us consider a concrete formula PeteSafe; which summarises some key
behaviour observable when process P/ is its critical section. We later formally
define PeteSafe; as (74) in Sect. 13.3 to be a concrete version of AbsSafe;, with
the concrete instance E; of the abstract formula D;. The definition is reproduced
below for the convenience of readers:

PeteSafe; = @((fincs;) D OF;).

We now informally show that if the first state of an interval o satisfies the
initialisation formula flag; = 0 A —cs; for process P/ and the interval o itself
satisfies the formula P/, then each finite prefix subinterval o’ of o satisfies the
next concrete formula, and hence o satisfies PeteSafe;:

(fincs;) D  OF;.

Here is the main goal expressed as an implication which the overall interval o
satisfies:

flag; =0 A —es; A P,L-/ ) ((ﬁn csi) O <>Ei)-

Suppose the finite prefix subinterval ¢’ of o satisfies fin cs;. It follows that cs; is
true in the last state of o’ and hence process P/ is in its critical section during
this state. Inspection of our definitions of P/ and P; reveal that whenever the
variable cs; is true, this is preceded by the execution of the following sequence of

statements in P;:
flag; = 1; turn := 1 — i; await(flagy_; = 0 v turn = 1i).

In the state immediately after the first two of these statements, the formula flag; =
1 A turn = 1—1i is true. That state in fact marks the start of some suffix subinterval
o’ in ¢’ which satisfies F;. This is because when the process manages to enter its
critical section following the execution of the await statement, the test flag,_; =
0 v turn = i must have succeeded. So the state with cs; = 1 will be preceded by
a state with flag;_; = 0 v turn = i. That state is itself preceded by a state with
flag; = 1 A turn = 1—1i. Furthermore, from the moment that flag, = 1 A turn = 1—1
is true in that state until when the process leaves its critical section, the process
does not assign either flag; or turn, so the formula nochange; holds. Therefore,
the suffix subinterval o’/ of o’ (itself a finite prefix of o) satisfies the following
formulas:

flag; =1 Aturn=1—14 O(flagy_1 =0 v turn = 1) nochange;.
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Consequently, o’/ satisfies F;, which is simply the conjunction of these, and o’

itself satisfies OF; and hence also (fin cs;) D OF;. It follows that the overall in-
terval o satisfies the formula @((fin cs;) D OF;), which is the same as PeteSafe,.
Therefore, the following concrete instance of the First Assumption (46) for the
concrete instance P/ of the abstract process Q; is valid:

= flagi=0 A —cs; A Pi D O((fincs;) D OF;) A fin(flag; =0 A —cs;).

(49)
The formula @((fin cs;) D OF;) is identical to the concrete version PeteSafe; of
AbsSafe;. In (49) we also mention the concrete formula fin(flag; = 0 A —cs;) about
the last state if the process P/ terminates. This formula, which is a concrete
version of the formula fin init; in the First Assumption (46), is easy to check
from the behaviour of P/. In our analysis of Peterson’s algorithm in Sect. 13, we
let the concrete instance pinit; of the abstract initialisation formula init; denote
this conjunction flag; = 0 A —cs; (as already noted in Sect. 11.1).

The First Assumption (46) is an abstracted version of implication (49), where
we leave the fine points of @;, D; and the 2-to-1 formula AbsSafe; largely unspec-
ified. The formula fin init; in the First Assumption later helps to iterate Q; using
Q,zk in Sect. 11.3 when we compositionally reason about multiple requests to access
a shared resource. This concludes our motivation for the First Assumption (46).

11.2.2 Justification of the second abstract assumption

We now turn to motivating the Second Assumption (47) in Table 6. Let us consider
the undesirable situation where both processes P} and Pj in Peterson’s algorithm
somehow end up simultaneously in their critical sections. Suppose the processes
are running in an interval o. Therefore, the concrete instance (49) of the First
Assumption (46) ensures that o satisfies PeteSafe, and PeteSafe;. Furthermore,
the failure of mutual exclusion means that o has a state satisfying csg A cs1. Let
o’ denote the finite prefix subinterval of o ending with that state. It follows that
o’ satisfies fin(csop A cs1). The combination of the fact that o satisfies PeteSafe,,
and PeteSafe; together with the definition of PeteSafe; moreover ensures that o’
must satisfy the concrete implications (fin csg) D ¢Ep and (fin cs1) D OE;. Here
is a summary of this:

o = fin(cso A cs1) o E (fin cso) D OEo o E (finecs1) D OE.

Hence, o’ also satisfies the two formula ¢Ey and O FE;. Consequently, if we can
somehow prove that in fact the conjunction (CFEp) A (¢ F1) is not satisfied by any
finite interval (such as o’), it follows from a proof by contradiction that ¢’ does
not exist. Instead, all finite prefix subintervals of o satisfy fin =(cso A ¢s1), so o
itself satisfies @ fin =(cso A ¢s1), which is semantically equivalent to O—(esg A ¢s1).
This demonstrates that mutual exclusion is achieved. Indeed, we later show in
Sect. 13.3 (Lemma 13.9) the validity of following implication about ¢FEy and ©FEq
not being simultaneously satisfiable in a finite interval:

F OFyg A OE1 D nf.

The Second Assumption (47) in Table 6 is simply a much more abstract version of
this implication which can capture behaviour in many mutual exclusion algorithms.
This concludes our motivation for the Second Assumption.
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11.2.8 Proof of mutual exclusion from the two abstract assumptions

Lemma 11.2 shortly establishes that the First and Second Assumptions together
suffice to ensure mutual exclusion for the abstract processes Qo and @ as stated
in the following implication:

= /\ (initz‘ A Qz) D D—|(CSO A 081).
1€{0,1}

Let us also point out that we already encountered in Lemma 9.1 the implica-
tion (29) which serves as an assumption and is moreover ezactly like the Second
Assumption (47). Now Lemma 9.1 concerns the ISEPI technique for Parallel com-
bining (i.e., F (A1 A A2) D A’) of two suitable 2-to-1 formulas such as AbsSafe,
and AbsSafe; which are intended for backward analysis. Recall that Lemma 9.1
states that if the implication (0B A ©B’) D inf is valid, then so is the implication
below (which reproduces formula (30) in Lemma 9.1’s statement):

E  @((finw) DOB) A B((finw) DOB") O  O-(waw’).

The Second Assumption (47) = (ODg A ©D1) D inf for abstract processes Qo and
Q1 is indeed just a straightforward instance of the assumption = (OB A ©B’) D
inf. Therefore, a version of Lemma 9.1 can be specialised to deal with AbsSafe,
AbsSafe,, cso and csi:

Corollary 11.1 Suppose the Second Assumption (47) in Table 6 holds. Then it en-
sures that the abstract safety formulas imply mutual exclusion as expressed by the valid

implication below which combines two instances of the 2-to-1 formula AbsSafe; in par-
allel:

= AbsSafeq n AbsSafe;, D O=(cso A cs1). (50)

Corollary 11.1 helps in a simple proof of the next Lemma 11.2 concerning
mutual exclusion for the abstract processes Qo and Q1:

Lemma 11.2 The First Assumption (46) and Second Assumption (47) together en-
sure that two abstract processes can achieve mutual exclusion as formalised in the valid
implication below:

= /\ (init; AQ;) D O=(cso A cs1). (51)
1€{0,1}

Proof The Second Assumption (47) and Corollary 11.1 together ensure the valid
implication (50). We then use simple propositional reasoning to combine this impli-
cation with the First Assumption (46) to obtain the desired valid implication (51),
thus ensuring mutual exclusion for the abstract processes Qo and Q1.

Below is a chain of valid implications which capture the main reasoning:

Niego,1y(init; A Qi) D AbsSafeq A AbsSafe; D O=(cso A cs1). O
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11.3 Multiple accesses by a process to a shared resource

Let us now consider a lemma showing that the two Abstract Assumptions (46)
and (47) ensure validity of an implication which describes mutual exclusion for
multiple accesses to the critical sections expressed with weak chop-star:

Lemma 11.3 If Assumptions (46) and (47) in Table 6 hold, then the next formula
concerning multiple requests for a shared resource is valid:

= /\ (init; A QF) D O-(cso A cs1). (52)
1€{0,1}

Proof Recall the First Assumption (46):
= init; A Q; D AbsSafe; A fininit,.

This has the form = (w A A) D (B A finw). Our earlier work on compositional
reasoning (e.g., [48-51]) discusses semantic inference rules for various combinations
of such formulas. Here is a version of one from [48] which is quite suitable for our
purposes here:

=(wAA)D(BAfinw) = F (w/\A*) D (B*/\ﬁnw).

For example, we can prove this for finite time by doing induction on interval length.
The rule yields from the First Assumption (46) a valid generalisation to multiple
exclusive accesses by one process:

= andt; A Q;k D (AbsSafei)* A fininit;. (53)

The formula AbsSafe;, which has the form B((finw) D ¢B), is “almost” *-to-1
by Lemma 10.11 in Sect. 10.1. This is formalised by a valid implication for the
ISEPI technique of Iteration (see also the valid implication (40) and Table 5 in
Sect. 10.1):

= —esp A (AbsSafei)>I< D AbsSafe;. (54)
As noted earlier, we assume that nit; implies —cs; (see implication (45)), so we
can replace —es; in (54) by init;:

= anit; A (AbsSafei)* D AbsSafe;. (55)

Propositional reasoning then permits us to combine implications (53) and (55)
into the following one:

= anat; A Q;k D AbsSafe; A fininit;. (56)

The Second Assumption (47) together with Corollary 11.1 about the conjunction
AbsSafeq n AbsSafe; and some further propositional reasoning then yields our
goal (52).

Below is a chain of valid implications to capture the main reasoning:

/\ie{o,l}(’imtiAQi) D /\ie{o,l}(ﬁcsi A (AbsSafei)*)
D AbsSafe, A AbsSafe; D O-(csp A cs1). 0
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init; A Qi D ((O-esi); Ris (es; /\DZ/');D—'CSi) A fin init; (58)
D; > mD; (59)
= DiDj D D, (60)

where R; is defined as follows:

R; = O(more D —cs;) A (inf v OD;). (61)

Table 7 The third abstract assumption

12 Correctness of an individual abstract process

Recall that the First Assumption (46) in Table 6 in Sect. 11.2 states that a single
abstract process ); ensures that the 2-to-1 formula AbsSafe; is true:

= init; A Q; D AbsSafe; A fininit;.

The rather abstract First Assumption gives no details about how @Q; achieves this.
We shortly define what we call the Third Abstract Assumption or more briefly the
Third Assumption. This contains some sufficient conditions concerning the overall
structure of the sequential behaviour of @);. Later in this section’s Lemma 12.1,
these conditions are shown to indeed ensure the validity of the First Assumption
for a single abstract process. Subsequently in Sect. 13.3 we prove that an individual
process in Peterson’s algorithm fulfils the Third Assumption (see Theorem 13.4).
Therefore, Lemma 12.1 guarantees that it fulfils the First Assumption as well.

For the convenience of readers, we reproduce below our earlier informal outline
of an abstract process previously given as (44) at the start of Sect. 11:

(a) Noncritical section;

(b) Request exclusive right to resource;

(c) Critical section with exclusive access; (57)
(d) Release exclusive right to resource;

(

e) Noncritical section.

Table 7 shows some formulas (58)—(61) which collectively make up the Third
Abstract Assumption (also referred to as the Third Assumption) about the be-
haviour of abstract process @Q;’s steps. As we already noted, the Third Assumption
is meant to precisely model the informal description in (57).

It is important to observe that we have fashioned the individual formulas in
the Third Assumption in Table 7 so that they are readily suitable for use with
the compositional ISEPI techniques already presented in Sects. 6-10 for backward
analysis with 2-to-1 formulas. Table 8 lists several ISEPI techniques for the 2-to-1
formula AbsSafe; which are all instances of the ones in the previous Table 5 in
Sect. 10.1. The various formulas found in the Third Assumption in Table 7 find
application with most of the entries for ISEPI techniques in Table 8.

Let us now consider each of the Third Assumption’s parts individually:

— Third Assumption’s implication (58):

F o oanit; A Q; D ((Dﬂcsi);Ri;(csi/\D{);D—'csi) A fin imit;.
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Introduction (first variant): Instance of formula (19) in Sect. 7:
= O-cs; D AbsSafe;. (62)
Introduction (second variant): Instance of formula (20) in Sect. 7:
= O(more D —cs;) A (infv<OD;) D AbsSafe,. (63)
Sequential combining: (See Theorem 6.1)
= AbsSafe;; AbsSafe; D AbsSafe;. (64)
Extending rightward: Instance of formula (25) in Sect. 8.2:
= AbsSafe;; (cs; A D) D  AbsSafe;, (65)

where D/ is a 1-to-@ formula and extends D; rightward (i.e., = (D;; D}) D
D)),

Parallel combining: Instance of formula (30) in Sect. 9:
= AbsSafeq A AbsSafe; D O=(cso A ¢s1), (66)
where = (CDg A OD1) D inf.
Iteration (version for +-to-1 formula): Instance of formula (35) in Sect. 10:
= (AbsSafe;)™ O AbsSafe,.

Iteration (version for “almost” *-to-1 formula): Instance (54) in Sect. 13.3
of formula (40) in Sect. 10.1:

= —es; A (AbsSafe,)™ O AbsSafe;.
Table 8 Summary of ISEPI techniques with the 2-to-1 formula AbsSafe;

This primarily ensures that process @Q); achieves four sequential phases cor-
responding to lines (a), (b), (c) and the pair of lines (d)-(e) of the abstract
process in (57). A feature of the Third Assumption’s first implication (58) is
that it is abstract and compositional enough to not need a detailed labelling of
individual program steps in Q;. We instead sequentially compose them using
the chop operator in PITL. Implication (58) asserts that when Q; operates with
the state formula init; initially true, then the steps are sequentially performed
and also nit; is true in the last state if there is one. Here are the lines in the
abstract process in (57) and the corresponding individual steps:

(a) (b) (c) (d)-(e)

’
O-cs; R; cs; N D O—cs;.

The first and fourth of the abstract steps are both the formula O-cs;. This
concerns a period of time when @; is not in its critical section and does not
even try to enter it. The second formula R; is for when @; has succeeded or
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failed to enter the critical section in line (b) in the abstract process in (57).
The formula R;’s definition (61) is discussed shortly.
— Third Assumption’s implications (59) and (60):

= DI o wmD! = Dy D > Dy

These together restrict the formula D! to being a 1-to-@ formula (Definition 8.2
in Sect. 8.1) and also ensure that it extends D; rightward. We require the two
assumptions so that we can invoke Theorem 8.7 (found in Sect. 8.2) for the
ISEPI technique of Extending rightward a 2-to-1 formula for backward analysis
using a 1-to-@ formula. Table 8 includes an instance (65) of the ISEPI technique
for Extending rightward the 2-to-1 formula AbsSafe;. This is obtained using
Theorem 8.7.

We illustrate D; and D] with a simple contrived example. If D; is the formula
pi A Opl A stable p;, then D! could be the formula stable p;, which is in fact both
1-to-@ and 2-to-1 (as discussed in Sect. 8.1 after Theorem 8.5). The chain of
valid implications below shows the ISEPI technique of Extending rightward the
formula p; A Op} A stable p; (which serves as D;) using the formula stable p;:

(pi A <>p§ A stable p;); stablep; D p; A <>p§ A (stable p;; stable p;)
D pi A <>p§ A stable p;.

These sample D; and D! are only for illustrative purposes since they are unlikely
to properly ensure mutual exclusion.
— Third Assumption’s definition of R; in (61):

R; = O(more D —cs;) A (inf v ODy).

This concerns the step in line (b) of (57) when the process awaits entry into
its critical section. The definition captures the idea that the process waits
infinitely long in vain to enter the critical section or succeeds with the formula
D; true in some suffix of the interval associated with R;. We can immediately
use this formula as an instance of the earlier valid implication (20) in Sect. 7
for the ISEPI technique of Introduction of AbsSafe;. Implication (63) in Table 8
corresponds to this.

The next Lemma 12.1 formally states that the conditions in the Third As-
sumption suffice to imply the First Assumption:

Lemma 12.1 For any formulas init;, Q;, D;, D, if all three implications (58)—(60)
in the Third Assumption are valid, then so is the First Assumption (46).

Proof We first prove the validity of the next formula (67) and make use of the
valid implications (62)—(65) in Table 8 concerning ISEPI techniques for AbsSafe;:

= (O=esi); Ri; (esi A Di);O-es; D AbsSafe;. (67)

= O=es; D AbsSafe; (6
= O(more D —es;) A (inf vOD;) D AbsSafe; (63) [ISEPI]
=R, D AbsSafe; 2
= AbsSafe;; (cs; A DL) D AbsSafe; (
= R;;(cs; A D) D AbsSafe; 3
(O=esi); Ry; (es; A DY);0-cs; D AbsSafe;; AbsSafe;; AbsSafe; 1,5, PITL
(
7
6

= AbsSafe;; AbsSafe; O  AbsSafe;
= AbsSafe;; AbsSafe;; AbsSafe;, D  AbsSafe;
= (O=es;); Ri; (esi A DY);0O-es; D AbsSafe;

O 00 O U W N+
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This can be summarised as a chain of valid implications clearly showing our appli-
cation to AbsSafe; of the ISEPI techniques discussed in Sects. 6-8 for Introducing,
Sequential combining and Extending rightward such 2-to-1 formulas for backward
analysis. We underline the parts of formulas which get reduced to AbsSafe;:
(O-cs;); Ry; (esi A Df);O=es; D AbsSafe;; Ri; (csi A Dj); AbsSafe,;
O AbsSafe;; AbsSafe;; (cs; A D}); AbsSafe;
D AbsSafe;; AbsSafe;; AbsSafe; DO AbsSafe;.

It then follows from implication (58) in the Third Assumption together with im-
plication (67) that the Third Assumption indeed suffices to ensure the First As-
sumption (46)’s validity. O

Suppose we instead let the abstract process Q; itself be defined to be the
following:
(O-cs;); Ri; (esi A Di); O-ces;.

Then the Third Assumption’s first formula (58) can be simplified as shown below:

= oanit; A QD fininit;.

13 Analysis of Peterson’s algorithm

Before showing mutual exclusion for Peterson’s algorithm (given earlier in Fig. 1
in Sect. 11), we capture the processes’ behaviour in PITL. Varying concurrency
assumptions can be made. We discuss one possible way which illustrates some
compositional techniques and time symmetry, and furthermore serves as an initial
proof-of-concept. This follows the practice of Pnueli [66], Barringer, Kuiper and
Pnueli [5] and many other researchers over the years who have used Peterson’s
algorithm as a sort of canonical benchmark for studying mutual exclusion. Peter-
son’s algorithm also serves this purpose in the recent textbooks by Aceto et al. [1],
Taubenfeld [76], Herlihy and Shavit [29] and Kroger and Merz [37]. As we already
noted at the beginning of Sect. 11, Taubenfeld’s discussion about mutual exclusion
using Peterson’s algorithm [76] has a special significance for our approach because
it helped inspire us to see the potential of time symmetry.

13.1 Expressing Peterson’s algorithm in PITL

One of the main issues with modelling Peterson’s algorithm in temporal logic
involves the semantics of assignment statements. In imperative programming lan-
guages, when one variable is assigned, the values of others normally do not change.
On the other hand, in temporal logic, a formula which only mentions the dynamic
behaviour of some variables gives absolutely no indication about what happens
with other variables not occurring in the formula. For example, the PTL formula
skip A ((Op) = —p) can be regarded as setting the next value of the propositional
variable p to the negation of its current value. This tells us nothing about the be-
haviour of ¢ and other propositional variables. Such a phenomenon is an instance
of the frame problem given prominence by McCarthy and Hayes [43] (see also
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Shanahan [72]). If we want variables to remain unchanged during an interval, some
explicit formula or semantic mechanism for this must be in place. The simplest
solution is to add a formula such as stable ¢ (defined in Table 1 in Sect. 2) for each
relevant variable. Hale [24] initiated the study of framing variables in ITL. Duan
has also investigated this issue [13-17].

The presentation here shows one way formulas which are 2-to-1 and 1-to-E can
be used to handle framing issues.

Our illustrative formulation in temporal logic of each process P; in Peterson’s
algorithm needs to ensure that the variable flag, is always being framed or assigned
using :=. We handle framing for flag; by modelling process P; as having exclusive
write access to this variable. Therefore, the definitions of statements for the process
P; which do not change flag; (i.e., all statements except the ones of the form
flag; := j) can simply include the formula stable flag,.

On the other hand, in Peterson’s algorithm the two processes must have shared
write access to the variable turn. This significantly complicates framing turn. A
process cannot simply frame turn by asserting stable turn because this would pre-
vent the other process from changing the variable’s value. However, observe that
process Py only uses := to assign the variable turn the value 1, and similarly P;
only uses := to assign turn the value 0. So if for example turn = 0, then only
process Py is interested in possibly changing it to 1. We can therefore adopt the
convention that if a process P; wants to frame turn, the process only needs to
do so between the pairs of adjacent states with turn = ¢ in the first one. When
turn = 1 — 4, the other process has the responsibility for framing. The temporal
formula frameturn; defined below formalises this approach in our modelling of
process P;:

frameturn; = O((more A turn = i) D O turn = ). (68)

Process P; just has to include frameturn; instead of stable turn in the statements
which do not change turn (i.e., all of the statements except turn := 1 —4). This
is an acceptable solution to framing in Peterson’s algorithm. For example, no
logical inconsistency occurs if say process Py is assigning turn the value 1 while
at the same time process P; is partially framing turn to prevent it from changing
whenever it already equals 1. Also, if both processes simultaneously frame turn,
then the combination of activities is logically equivalent to stable turn as expressed
by the following valid PTL formula:

= stable turn = frameturno A frameturni. (69)

We now define another PITL formula nochange;. It is used as a part of
statements in Peterson’s algorithm which frame both flag; and turn. The for-
mula nochange; describes any finite or infinite period when Py changes neither the
variable flag; nor the variable turn:

nochange; =  stable flag; A frameturn,. (70)

We later need in Sect. 13.3 (in Lemma 13.5) the next Lemma 13.1 concerning
nochangeg:

Lemma 13.1 The formulas frameturn; and nochange; are 2-to-1 and 1-to-.
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noopg = nochangeg A finite

flagy:=c = (stable flagy™ skip) A fin(flagy = ¢)
A frameturng

turn :=1 = (frameturno™ skip) A fin(turn = 1)

A stable flag
await(flag; =0 v turn = 0)
(finite = ©(flag, =0 v turn = 0)) A nochangeg.

~

Table 9 Semantics of individual statements in process Py in Peterson’s algorithm

Proof We consider each of the formulas individually:

— frameturn;: Observe that frameturn; (defined in (68)) has the form OT, where
T is in NL!. Therefore, Lemma 4.6 ensures that frameturn; is 2-to-1. Further-
more, frameturn; can be re-expressed to have the form O(more D T”), where T’
is also in NL!:

= frameturn; = O(more D (turn =i D O turn = i)).

Recall from Sect. 8.1 that all such O-formulas (e.g., stable flag;) are 1-to-@ (see
the earlier Lemma 8.3 and Theorem 8.5).

— nochange;: This is defined in (70) to be the conjunction of stable flag; and
frameturn;. Each of these is both 2-to-1 and 1-to-E. In addition, the 1-to-& for-
mulas, like the 2-to-1 formulas, are closed under conjunction (see Lemmas 4.4
and 8.4). Hence, nochange; is 2-to-1 and 1-to-@. O

An alternative and perhaps more general and intuitive approach to framing
turn in each P; can employ interleaving controlled by an additional auxiliary vari-
able. This variable determines which process has write access to turn. Therefore, a
process has write access and is responsible for framing exactly at such times. That
process can then either choose to assign a value to turn or frame it. We would like
in future work to look at such an approach and formally compare it with the one
used here.

13.2 Semantics of one process in Peterson’s algorithm

Table 9 shows the semantics of the individual statements of the concrete process
Py in Peterson’s algorithm. Note that flag, := ¢ is also definable as (flagy < ¢) A
frameturng A finite using the padded temporal assignment operator <& (defined in
Table 1 in Sect. 2). We define await to terminate iff the wait condition is eventually
true. Termination might not be immediate. Process P; has analogous definitions.

Remark 13.2 Some readers will wonder why the definition of flag, := c requires a
skip subformula. This is needed so that the variable flag, remains stable except
perhaps in the very last state when it might change. If we omit the skip, then
the variable flag, will always be stable and unable to change value. This is because
the definition of stable flag, in Table 1 in Sect. 2 specifies that the variable’s value
remains unchanged between all adjacent pairs of states. Hence, for any proposi-
tional variable p, the formula stable p is semantically equivalent to the conjunction
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(O-p) v (Op). For example, the following formula concerning a change from 0 to
1 is unsatisfiable in finite intervals:

-p A stablep A finp.

One can however dispense with the skip in flag, := c by replacing stable flag,™ skip
with the formula finite A padded flag, containing the derived PITL construct
padded. The formula padded A is defined to keep the formula A stable except
for perhaps in the last state:

padded A = O(more D —A) v O(more D A).

However, the formulas stable A and padded A are semantically equivalent in infinite
intervals.

Our analysis uses a version of P; called P/ (previewed in Sect. 11.2.1) with the
auxiliary boolean variable cs; to track P;’s critical section:

P = (PZ"S lines 1-3 A stable csi);
(Py’s line 4 A cs; <~ true);

(P’s line 5 A cs; < false);

(Py’s lines 6-7 A stable cs;).

(71)

We ultimately prove the validity of the next implication which formalises mu-
tual exclusion for Peterson’s algorithm:

= /\ (pz’m’ti A Pz‘,) D) D—|(c30 A 681). (72)
1€{0,1}

This is a concrete instance of the earlier formula (51) for abstract mutual exclusion.
The state formula pinit; for initialisation denotes the conjunction flag; = 0 A —cs;
and is later formally defined as formula (76), but it was already previewed in
Sect. 11.1.

13.3 Mutual exclusion for Peterson’s algorithm based on the abstract one

We now consider how the properties we showed for an abstract model of a single
process can be employed to reason about Peterson’s algorithm. This will save us
from having to do a detailed analysis specifically for Peterson’s algorithm. Such
an analysis would require us to first use ISEPI techniques to prove that various
parts of process P/ with suitable pre-conditions each imply some 2-to-1 formula
or a related one and then to combine them to get a 2-to-1 formula for P/. Instead,
we only need to show something weaker about Peterson’s algorithm. This then
ensures that a concrete instance of the 2-to-1 formula AbsSafe; for backward anal-
ysis holds as well. Furthermore, various other properties of the abstract algorithm
automatically apply to Peterson’s algorithm (e.g., formula (52) in Lemma 11.3 for
multiple accesses).

Our main goal here is the validity of concrete instances for Peterson’s algorithm
of the Second Assumption (47) and the Third Assumption (implications (58)—(60)
in Table 7 in Sect. 12). As we previously noted, the Third Assumption is meant
to precisely model the informal description in (57) of an abstract process.
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Let PeteSafe; denote a concrete instance of AbsSafe;. We already discussed
PeteSafe; in a preliminary manner in Sects. 11.2.1 and 11.2.2 in order to motivate
our use of the abstract processes @Q;, the associated 2-to-1 formula AbsSafe;, and
the two associated Abstract Assumptions (46) and (47) in Table 6. The concrete
instance of D; used in PeteSafe; is the following conjunction, which we denote as
Ei:

E;, = flag;=1 A turn=1—14 n O(flagy_; =0 v turn =1i) A nochange;.

(73)
Recall that the formula nochange; previously defined in (70) specifies that P; does
not alter either of the variables flag; and turn. The formula E; is based on the
values of flag; and turn after process P;’s lines 2-3 together with the behaviour
of lines 4-5. This was already overviewed in Sect. 11.2.1 but is now summarised
again. The relevant phase of process operation concerns requesting entry into the
critical section, at which time flag, = 1 and turn = 1 —4, and then either succeeding
with flag,_; = 0 or turn = ¢ or alternatively forever waiting in vain. The formula
E; contains the subformula <¢(flag,_; = 0 v turn = i) and so deals with the case
when the request is successful.

Lemma 13.3 The formula E; is 2-to-1.

Proof This follows from E; being the conjunction of formulas which are themselves
2-to-1 (using Lemmas 4.3 and 13.1 and then Lemma 4.4). O

Lemma 13.3 is invoked later on in Lemma 13.6’s proof.

We can in principle use noop; (defined in Table 9) instead of nochange; in E;’s
definition. However, the analysis with nochange; is slightly simpler because it omits
the subformula finite in noop;.

The use of the formula F; as a concrete instance of D; results in the concrete
instance of AbsSafe; which we denote as PeteSafe;:

PeteSafe; = @((fincs;) D OF;). (74)

Another possibility for F; in PeteSafe, is the weak chop of P;’s lines 2-5 in Sect. 11’s
Fig. 1. We can denote this portion of P; as P; _5.
The formula PeteSafe; is 2-to-1 because it is a concrete instance of AbsSafe;,

and we therefore have the next instance of the valid implication (64) in Table 8 in
Sect. 12:

=  PeteSafe;; PeteSafe;, O  PeteSafe; (75)

In addition to formulas PeteSafe; and F;, we also define pinit;, ptest; and
ptest’, to each be a state formula as described below:

pinit; = flag; =0 A —es; (76)
ptest; = flagi=1 A turn=1—1  (See line 3 of P; in Fig. 1) (77)
ptest; = flag;_; =0 v turn =i (See line 4 of P; in Fig. 1). (78)

Therefore, the following equivalence relating the formula E; (defined in (73)) with
ptest;, ptesti, and nochange; is valid:

= E; = ptest; A Optest; A nochange;. (79)
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Part Pé’_ Pre-condition preq, — Post-condition postq, —
P6,1—3 flagy =0 A —cso flago =1 A turn =1 A —cso
P6,4 flago =1 A turn =1 A —cso flago =1 A eso

P6,5 flagy =1 A cso flago =1 A —cso
P6,6—7 flagg =1 A —csg flago =0 A —cso.

Table 10 Pre- and post-conditions for parts of Py

We need concrete instances of the formulas init; (found in the First Assump-
tion (46) in Table 6 and Third Assumption in Table 7) and D] (found in the Third
Assumption in Table 7) which are suitable for Peterson’s algorithm. Let us take
init; to be pinit; and D! to be nochange;. Here is a summary of the various abstract
formulas and corresponding concrete instances:

Abstract formula:  init; D D! AbsSafe;
Concrete formula:  pinit; E; nochange;  PeteSafe;.

Alternatively, D; can be P; o_5 (the weak chop of P;’s lines 2-5) or even P;o_4
and D! can be noop;.

In addition, we use a concrete version S; of the formula R; defined in the Third
Assumption in Table 7. The two formulas are given below to facilitate comparison:

Abstract formula R;: O(more D —es;) A (inf v OD;)

Concrete formula S;: O(more D —es;) A (inf v OF;)

We now turn to showing that Peterson’s algorithm indeed obeys the require-
ments imposed on the abstract algorithm to guarantee mutual exclusion. Our pre-
sentation first considers the Third Assumption in Table 7, which by Lemma 12.1
implies the First Assumption (46), and then deals with the Second Assump-
tion (47). These suffice to show that all of the mutual exclusion properties we
established for the abstract algorithm also apply to Peterson’s concrete one.

Owing to symmetry, our analysis only needs to consider process Py in Pe-
terson’s algorithm. For clarity, we typeset in boldface references to the version
P}, which was defined in (71) in Sect. 13.2 and includes the behaviour of cso.
Let us first re-express the formula P§ as the semantically equivalent formula
Py1_35 Po,45 Py 55 Py g7 and look at the behaviour of the four primary sequen-
tial parts Py ;_3, Pg,4, Po,5 and Py g_. Our analysis shows that each of these
combined with a suitable pre-condition implies a corresponding part in the formula
given below:

(O-cs;); Si; (es; A nochange;); O=cs;.

This is a concrete instance of a subformula of the Third Assumption’s first for-
mula (58). Every primary sequential part with its pre-condition furthermore also
implies the associated post-condition in the final state when there is one.

State formulas for the pre- and post-conditions for the parts of P§ are fairly
straightforward. Table 10 shows one possible approach. For example, preg 4 refers
to the pre-condition flagy = 1 A turn = 1 A —cso for part P6,4. Observe that
normally the post-condition for each part is actually the pre-condition of the next
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one. In the case of P6,6_7, which is the last part, the post-condition can be taken
to be the pre-condition preg1-3 for Py ;3. We therefore only need to refer to
the formulas for pre-conditions and do not actually need separate names for the
post-conditions.

Note that preg,1—3 is identical to pinitg (i.e., both denote flagy = 0 A —cso;
see (76)).

Theorem 13.4 The concrete instances of all of the Third Assumption’s three impli-
cations (58)—(60) for our version of Peterson’s algorithm are valid.

The proof is deferred until after we first state and prove Lemmas 13.5-13.7 for
the concrete instances of the Third Assumption’s three implications (58)—(60) for
Peterson’s algorithm. Since the proof of Lemma 13.7 for the first one (58) is the
most complicated, we save it for last.

Lemma 13.5 (Validity of instance of Third Assumption’s implication (59))
The next concrete instance of the abstract algorithm’s implication Dg D D; 18 valid:

= nochange; D @nochange;.

Proof This follows immediately from the earlier Lemma 13.1 in Sect. 13.1, thus
ensuring that nochange; is 1-to-m. O

Lemma 13.6 (Validity of instance of Third Assumption’s implication (60))
The next concrete instance of the abstract algorithm’s implication (D;; D) D Dy is
valid:

= Ej;;nochange; O ;. (80)

Proof Recall from Lemma 13.3 that E; is 2-to-1. The proof of the validity of (80)
involves a routine use of the ISEPI technique of Eztending rightward such a 2-
to-1 formula. We employ the equivalence (79) to express F; as the conjunction
ptest; A Optesti A nochange;. Here is chain of valid implications which make use of
the fact that nochange; is 2-to-1 as well (Lemma 13.1):

E;; nochange;
D (ptestz- A Optestl A nochange;); nochange;
D ptest; A Optesté A (nochange;; nochange;)
D ptest; A Optestg A nochange;
D  E;.

Hence, E; can indeed be Eztended rightward with nochange;, and so implication (80)
is in fact valid. O

Lemma 13.7 (Validity of instance of Third Assumption’s implication (58))
For each process Pil , the following concrete instance of the Third Assumption’s impli-

cation (58) is valid:

= pinit; A P D ((O=cs;); Sis (es; A mochange;); O-es;) A fin pinit;.  (81)
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Proof We will only deal with P§, but the proof easily generalises to Pj. State
formulas used for the lines’ pre- and post-conditions are found in the previously
presented Table 10. Each of the four main parts of Py in (71), that is Py ;_s,
Pg 4, Py 5 and Py g7, contributes one of the chop operands in implication (81)’s
subformula (O-csg); So; nochange;; O—csg. Here are the associated implications,
which are shortly proven to be valid:

/
= preo,i—3 A Pyi1_3 D O-cso A finpreoa
I /
= preoa A Poa DO So A finpregs
I /
= preos A Pys D cso A nochange; A finprege—7

_ ’
= preos—7 A Pog—r O O-cso A finpreo1—3.

We structure the rest of Lemma 13.7’s proof as four steps. Let us first look at
a summary of them:

— Step 1, case for Py ; 5 and Pj g_: We show the validity of the associated
implications (82) and (85).

— Step 2, case for Py 4: We show the validity of the associated implication (83).

— Step 3, case for P 5: We show the validity of the associated implication (84).

— Step 4, case for P§: We show the validity of the associated implication (81).

Step 1, case for P6,1_3 and P(',,6_7 to show the validity of implica-
tions (82) and (85): Validity readily follows from the associated pre-conditions
which set csg to equal false together with the temporal formulas in the following
parts of our definition (71) of Py corresponding to Py ;3 and Pg g_:

Py q1_3: (P;’s lines 1-3 A stable cs;) P g_7: (P;’s lines 6-7 A stable cs;).

Below are versions of the two implications (82) and (85) with the various formulas
replaced by their definitions for easier checking:

= flagg =0 A —cso A (noopo; flagy:= 1; turn :==1) A stable cs;
D O-c¢so A fin(flago=1 A turn =1 A —esp)

= flagg =1 A —cso A (flagg:= 0;noopg) A stable cs;
D O-esg A fin(flagg =0 A —cso).

Step 2, case for P6,4 to show the validity of implication (83): Recall that
the Third Assumption’s definition of R; in Table 7 is the conjunction O(more D
—iesi) A (inf v OD;), so S; is the concrete instance O(more D —ics;) A (inf v OF;).
Here is an expanded version of implication (83):

Fflago=1 A turn =1 A —cso A await(flagy=0 v turn =0) A csg < true
D O(more D —eso) A (inf v OEy) A fin(flagg =1 A cso).
(86)
From —csg and c¢so <~ true readily follows O(more D —csp). The main remaining
portion of the proof of implication (86)’s validity involves showing that (86)’s
antecedent implies the consequent’s subformula inf v OFEy. Recall from (73) that
E; has the following definition:

E;, = flag;=1 A turn=1—14 n O(flagi_; =0 v turn =1i) A nochange;.
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Below is a proof first showing that the pre-condition preg 4 and Pé, 4 together imply
inf v Eg, from which readily follows that they imply inf v ©FEg. For conciseness in
the proof, we use ptesto and ptest(, to denote the state formulas flagy = 1 A turn = 1
and flag, = 0 v turn = 0, as previously defined in (77) and (78), respectively.

1 = await(ptesty) = Def. of await
(finite = Optest() A nochangeg

2 = (finite = Optest() D inf v Optest PTL

3 E ptesto A await(ptest() 1, 2, Prop.
D ptestg A (z'nfv<>ptest6) A mnochangeg

4 = ptesty A (z'nf\/<>ptest6) A nochangeg Prop.
D infv (ptesto A Optestly A nochangeo)

5 E ptesto A await(ptest() 3, 4, Prop.
O inf v (ptesto A Optest A nochangeg)

6 = ptesto A await(ptest)) D inf v Eo 5, Def. of Ey

7T F mf v Fo D) mf v OFg PTL

8 = ptesto A await(ptest)) D inf v OEp 6, 7, Prop.

Step 3, case for P(',,5 to show the validity of implication (84): This is fairly
straightforward from the definitions of noopg and csg < false. Here is a version of
implication (84) with preg s, P6’5 and preg 6—7 replaced by their definitions:

flagg =1 A cso A moopg A cso <~ false
D ¢so A nochangeo A fin(flago =1 A —eso).

Step 4, case for Pj to show the validity of implication (81): The formulas
pinito and preg 1—3 are identical (i.e., both denote flagy = 0 A —cso; see (76)).
Consequently, the initial process state ensures that preg 13 is true. The four valid
implications (82)~(85) for Py 1 _3, P 4, Pj 5 and Py g_ can then be sequentially
combined to obtain the validity of the implication (81) for Pg. O

Recall that Theorem 13.4 states that concrete instances of the Third Assump-
tion’s three implications (58)—(60) (shown in Table 7 in Sect. 12) for our version
of Peterson’s algorithm are valid. The proof of Theorem 13.4 now readily follows:

Proof (Theorem 13.4) The previous Lemmas 13.5-13.7 together establish that the
concrete instances of all three implications (58)—(60) are indeed valid. O

We now use Theorem 13.4 to show that Peterson’s algorithm has suitable
instances of the First Assumption:

Lemma 13.8 The next concrete instance of the First Assumption (46) for each pro-

, . . . . .
cess Pj in our version of Peterson’s algorithm is valid:

= pinit; A P; O  PeteSafe; A fin pinit;. (87)

Proof Lemma 12.1 yields from the Third Assumption the First Assumption (46).
In addition, Theorem 13.4 demonstrates that each process P; in Peterson’s algo-
rithm fulfils an associated concrete instance of the Third Assumption. The com-
bination of these then guarantees that each P; also fulfils the associated concrete

instance (87) of the First Assumption. O
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We also need the next Lemma 13.9 concerning the Second Assumption (47):

Lemma 13.9 The following concrete instance of the Second Assumption (47) for Pe-
terson’s algorithm s valid:

= OEy A OE1 D inf. (88)

Recall that the Second Assumption (47) was needed in Sect. 11.2.3 to show mutual
exclusion exclusion for the abstract algorithm. Consequently, implication (88), as
an instance of the Second Assumption, encapsulates in a concise way a key aspect
of Peterson’s algorithm, and it focuses on a central mechanism used to ensure
mutual exclusion. Therefore, the proof of the validity of implication (88) has a
special significance in the understanding of how Peterson’s algorithm works.

Proof (Lemma 13.9) Our proof of the validity of implication (88) actually shows
the stronger result that OCFEy A ©OFE; is unsatisfiable. Simple temporal reasoning
allows us to establish this by a case analysis which demonstrates that each of the
following two formulas is unsatisfiable:

EO A <>E1 E1 A <>E0. (89)

This is because if CEy A OFE; were to be satisfiable, then there would be some
suffix subinterval satisfying one of the two formulas Fy A OF; or E1 A OEp in (89).
Owing to the symmetry involved, we only need to consider the first of these here.
Let us use the valid equivalence (79) to re-express Fo A ¢Fp in terms of ptest;,
ptest’, and nochange;:

ptesty A Optestl, A nochangeg A O (ptesty A Optest] A nochange1). (90)

Our analysis can ignore the conjunct Optest). When we replace the remaining
state formulas ptesto, ptest1 and ptest; by their respective definitions given in (77)
and (78), the slightly shortened version of formula (90) without ©ptest(, becomes
the following;:

flago =1 A turn =1 A nochangeg (91)
A O(flagy =1 A turn =0 A O(flagg =0 v turn = 1) A nochanger).

The variable flag, always equals 1 because of the effect of stable flag, in the def-
inition of nochangeo (see (70)). Therefore, the subformula flagy = 0 v turn = 1
in (91) can be reduced to turn = 1, which we underline below:

flagg =1 A turn =1 A nochangeo (92)
A O(flagy =1 A turn = 0 A O(turn = 1) A nochanger).

Observe that the formulas nochangeg and nochangei, as defined in (70), are both
conjunctions of O-formulas. It follows that if nochangeg and nochange; are true for
an interval, then they are also true for all suffix subintervals (i.e., they are 1-to-O
formulas):

= nochange; O  Onochange;.

Now consider the suffix subinterval starting with the state where the subformula
flagy = 1 A turn = 0 in (92) is true. In that subinterval, the formulas nochangeq
and nochangei are both true, so the two formulas frameturng and frameturni in
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their definitions are as well. Therefore, the variable turn must remain stable from
then on (as we previously noted with valid equivalence (69) in Sect. 13.1). This
behaviour concerning nochangeg, nochange1 and turn is expressed by the following
valid PTL formula:

= nochangeg A nochange; DO  stable turn.

However, the eventual stability of turn in formula (92) is contradicted by the con-
junction turn = 0 A O(turn = 1) found within the outer ¢-formula. Consequently,
the formula (92) itself is in fact unsatisfiable. It then follows from this that for-
mula (91) is likewise unsatisfiable and so is the previous formula Fo A OE;p in (89).
Symmetry ensures that the formula E; A OEg is unsatisfiable as well. This all
demonstrates that the conjunction ¢FEg A O F; is unsatisfiable and so implies any-
thing, including the formula inf. Consequently, implication (88) is indeed valid.
O

At this stage, we have obtained for Peterson’s algorithm concrete instances of
the Third Assumption (Theorem 13.4) , then the First Assumption (Lemma 13.8),
and finally the Second Assumption (Lemma 13.9). Consequently, from the concrete
instances (87) and (88) of the First Assumption (46) and Second Assumption (47),
respectively, all of the mutual exclusion properties discussed for abstract processes
in Sect. 11 can be carried over to Peterson’s algorithm.

14 Use of time symmetry to reduce some PITL formulas to PTL

We now briefly discuss at an exploratory level how our new techniques of time
symmetry and reflections introduced in Sect. 5 can provide a theoretical basis for
transforming some PITL formulas to the computationally more tractable formal-
ism PTL. The main contribution of this section is to show how to combine some
ideas from our earlier work in [55] with the new concept of reflection and reasoning
about prefix subintervals. In particular, we will first reduce a PITL safety prop-
erty concerning backward analysis to a PTL formula involving suffix subintervals
together with the temporal operators O and until . This kind of reduction can then
also be done on a formula about a system and an associated safety property. One
potential benefit is that we can extend the application of some existing decision
procedures and tool-support for PTL to handle suitable PITL formulas as well.
Some computational aspects of PTL are surveyed by Kroger and Merz [37] and
Fisher [19], who also provide further references to the significant literature on the
subject. In [55] we discuss an implemented decision procedure for PTL with both
finite and infinite time which has connections with the theory of PITL. We only
mention this because some of the techniques presented in [55] are later on adapted
when we reduce PITL formulas to PTL.

A key observation here is that a reflection of a formula with E-subformulas
contains O-subformulas. The later can be easier to reduce to PTL because O is
itself a PTL construct, whereas @ is not. Recall that PTL is the version of PTL
with strong until defined earlier in Sect. 3.3. Let us use the formula PeteSafe
defined in (74) to illustrate obtaining from a @-formula a reflection in PTL’. In
order to derive a PTL’ formula which reflects PeteSafe,, our reduction to PTL’
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first obtains the next interval-oriented way to re-express PeteSafe:

((ﬁn cso) D <O ((empty A ptesto); nochangeo;

93
(empty A ptest(); nochangeo)>. (93)

Here the PTL formula Eq (defined in (73)) has been replaced by a PITL formula
with weak chops which is semantically equivalent to Eg in finite intervals. We now
reflect (93):

O (cso D) @(nochangeg; (empty A ptest6);

nochangeg; (empty A ptesto)) (94)
We then re-express the ®-subformula in PTL’:
Y until (ptesto A (Y until ptesto)), (95)

where Y acts like nochange(, on pairs of adjacent states:
(O flagy) = flagy A ((Oturn =0) D turn = 0).

Finally, we can take the PTL’ reflection of PeteSafe, to be (94) with the &-
subformula replaced by (95). Note the reduction to PTL’ of the reflection of a
@m-formula containing chop-star might require auxiliary variables. This is because
PITL with chop-star (which can express regular and omega-regular languages [77])
is much more expressive than PTL’. However, this is not always an issue as our
example demonstrates. See Kroger and Merz [37] for a discussion of the operator
until and the expressiveness of temporal logics containing it. It would appear that
reductions from PITL to PTLY could be automated for a range of syntactic classes
of formulas.

To further illustrate the potential of reflection, let us now consider how to check
the validity of a formula (w A Sys) D (DA A finw’), for some system Sys expressed
in PITL. For finite-time analysis, this has the reflection ((finw) A Sys") D (DA" A
w’). We can reduce Sys” to some PTL formula X with auxiliary variables and test
finite-time satisfiability of (finw) A X A =(X” A w’), where X’ is a reflection of @A
expressed in PTL’ as described above for the example PeteSafe.

For infinite time, we can first reduce Sys to a PTL formula with auxiliary vari-
ables or an omega automaton [37,77]. As we show in [55], these can be represented
in PTL by a low-level transition configuration of the form below:

OT A init A OO L, (96)

where T is an NL! formula, init is a state formula, O L abbreviates O OL (strict
¢), and L is a finite conjunction of implications each of the form w > Ow’. As
shown in [55], the transition configuration has ultimately periodic models and is
equivalent to the next formula in infinite time:

(X" A init) ™ (X" A LA (V< V), (97)

where X’/ denotes O(more D T) and V « V is the conjunction of temporal assign-
ments v < v for each variable v in the transition configuration. Note that in [55],
the chop-omega operator (A“) is used instead of strong chop-star (A*). How-
ever, the two operators have identical semantics in infinite intervals. Testing for
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infinite-time validity of (w A Sys) D (BA A finw’) is reducible to checking infinite-
time unsatisfiability of Sys A w A =@ A. Here finw’ is trivially true for infinite time
and ignored. We then replace Sys by (97) to obtain the formula below:

(X" A init) ™ (X" AL A (Ve V) Awa—EA,
This is equivalent to a variant with w in the chop’s left side:
(X" A init A w) " (X AL A (V(—V))*/\ —@A. (98)

The next semantic inference rule (related to (36)) reduces testing unsatisfiability
for (98) to finite-time unsatisfiability:

= finite A (B1 " BX) D©Bs = & (B BX) > ©OBs,

where the B;s can be any formulas. More precisely, it follows from this that if
the conjunction (B~ B¥) A ~0Bs is unsatisfiable, then it is unsatisfiable in finite
time. Observe that (98) has this form. In order to do the testing for finite time, we
can first reflect (98) and reduce it to a PTL formula with more auxiliary variables.
For example, if @A is the formula PeteSafe, we reflected above and reduced to
PTL’, then this PTL’ reflection can be used.

The transition configuration (96) is only meant for analysing infinite-time be-
haviour. However, a simplified transition configuration of the form shown below can
analogously be used for checking finite-time validity of (w A Sys) D (HA A finw’):

OT A nit A finite.

We would like to see these rather experimental ideas implemented and also to
have this approach compared with others, such as one based on a reduction of the
implication (w A Sys) D (DA A finw’) to a suitable formula with A instead of MA.
Various formulas in our analysis of Peterson’s algorithm could be used as an initial
test.

15 Discussion

We now touch upon a number of topics with relevance to our framework based on
ITL, 2-to-1 formulas and time symmetry.

15.1 Summary of formulas closed under conjunction and box

For the convenience of readers, Table 11 lists the classes of formulas closed under
conjunction and O which we have looked at. It also mentions where they are
described and some of their uses with suitable formulas. However, note that the
“almost” *-to-1 formulas are not a proper class.

We plan in future work to discuss some other classes of formulas which are
closed under conjunction and O and have potential applications. One example is
the 1-to-@ formulas, that is, any formula A for which the implication = A D ©A is
valid. Recall that the operator @ (defined in Table 1 in Sect. 2) examines all prefix
subintervals. In contrast, the operator @ only examines prefix subintervals having
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Class of formulas Where defined Some uses

2-to-1 Formulas Def. 4.1 ISEPI Sequential combining
*-to-1 Formulas Def. 10.1 ISEPI Iteration

+-to-1 Formulas Def. 10.2 ISEPI Iteration

(“Almost” *-to-1 Formulas Lemma 10.11  ISEPI Iteration)

1-to-0 Formulas Def. 8.2 ISEPI Eztend rightward
1-to-O0 Formulas Remark 8.6 Import formula into ¢

Table 11 Various classes of formulas closed under conjunction and box

finite length. We are studying whether the operator @ and its associated class of
1-to-@ formulas can be used instead of @ and 1-to-@ formulas in practice. For
example, @((finw) D ¢B) is semantically equivalent to the @-formula B((sfin w) D
OB). Here sfinw is a strong version of fin derivable as <(empty A w) and also
expressible as finite A finw. Our general experience is that weak interval operators
can sometimes be more convenient in applications involving compositionally. More
evidence one way or the other still needs to be collected.

We presented in previous sections various results which relate some of the
classes. For example, Theorem 10.7 gives a sufficient condition for a 2-to-1 for-
mula to also be +-to-1. Similarly, Lemma 10.11 concerns 2-to-1 formulas which
are “almost” *-to-1. It seems worthwhile to further investigate interrelationships
between various classes. We report some new results in [58].

15.2 Exogenous and endogenous frameworks

Our compositional way of reasoning about concurrency in ITL using 2-to-1 for-
mulas contrasts with the better known and much more widely used one based
on point-based temporal logic that Pnueli [65] and others have quite successfully
advocated. In particular, the point-based approach does not represent or reason
about a program directly in the logic but requires it to be first translated into a
state-transition system with many labels (as was also done earlier by Floyd [20]).
Temporal logic is used to reason about these. Pnueli already in his first pub-
lication about temporal logic over thirty five years ago describes this as being
endogenous [65]:

Another point that is worth mentioning is that the [Endogenous| ap-
proach taken here can be classified together with Floyd’s [20], .... By that
[the term Endogenous] we mean that we immerse ourselves in a single pro-
gram which we regard as the universe, and concentrate on possible develop-
ments within that universe. Characteristic of this approach is the first phase
which translates the programming features into general rules of behavior
which we later logically analyze.

An ITL-based analysis, on the other hand, is much closer to what Pnueli [65] refers
to as being exogenous when he compares the two categories:

These [proponents of Exogenous systems such as Hoare [30]] suggest
a uniform formalism which deals in formulas whose constituents are both
logical assertions and program segments, and can express very rich relations
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between programs and assertions. We will be the first to admit the many

advantages of Exogenous systems over Endogenous systems. These include

among others:

a. The uniform formalism is more elegant and universal, richer in express-
ibility, no need for the two-phase process of Endogenous systems.

b. Endogenous systems live within a single program. There is no way to
compare two programs such as proving equivalence or inclusion.

c. Endogenous systems assume the program to be rigidly given, Exogenous
systems provide tools and guidance for constructing a correct system
rather than just analyse an existent one.

Against these advantages Endogenous system can offer the following single
line of defense: When the going is tough, and we are interested in proving
a single intricate and difficult program, we do not care about generality,
uniformity or equivalence. It is then advantageous to work with a fixed
context rather than carry a varying context with each statement. Under
these conditions, Endogenous systems attempt to equip the prover with
the strongest possible tools to formalize his intuitive thinking and ease his
way to a rigorous proof.

We do not believe that this is the place for a detailed, meaningful assessment
of the merits of the (endogenous) point-based and (exogenous) interval-based tem-
poral frameworks, particularly since ours is certainly much more experimental and
less applied.

It seems appropriate to quote below the related discussion by Harel et al. in
their comparison of Dynamic Logic (DL) [27,28] with point-based temporal logic
since the succinctly expressed points concerning compositionality equally apply
here:

There are two main approaches to modal logics of programs: the ez-
ogenous approach, exemplified by Dynamic Logic and its precursor Hoare
Logic [30], and the endogenous approach, exemplified by Temporal Logic
and its precursor, the invariant assertions method of Floyd [20]. A logic
is exogenous if its programs are explicit in the language. Syntactically, a
Dynamic Logic program is a well-formed expression built inductively from
primitive programs using a small set of program operators. Semantically, a
program is interpreted as its input/output relation. The relation denoted
by a compound program is determined by the relations denoted by its parts.
This aspect of compositionality allows analysis by structural induction. The
importance of compositionality is discussed by van Emde Boas [80]. In Tem-
poral Logic, the program is fixed and is considered part of the structure
over which the logic is interpreted. The current location in the program
during execution is stored in a special variable for that purpose, called the
program counter, and is part of the state along with the values of the pro-
gram variables. Instead of program operators, there are temporal operators
that describe how the program variables, including the program counter,
change with time. Thus Temporal Logic sacrifices compositionality for a
less restricted formalism.

Readers should be able to readily discern that the explanation of Harel et al. gives
the impression that temporal logic as a whole is somehow intrinsically limited to
being endogenous. The authors do not mention research exploring exogenous uses
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of temporal logics to reason about imperative program behaviour. However several
earlier publications on this subject by us and others were already available at the
time (e.g., [13,16,23,24,47-51]). Most of these appeared significantly before the
summary appeared. Unlike Dynamic Logic, this ITL-based work does not have
separate notations for programs and formulas. Our range of new and fundamen-
tal mathematical results about 2-to-1 formulas and time symmetry are a direct
continuation of the research on the exogenous use of ITL to express imperative
programming constructs. This is a topic we have been pursuing since the 80s.

More recent work by Duan et al. [17] and the KIV theorem prover group [7]
concerns exogenous uses of variants of I'TL for concurrent algorithms.

15.3 2-to-1 formulas and the assumption of discrete time

Our central Theorem 4.5 states that 2-to-1 formulas are closed under the temporal
operator O. Observe that the proof there requires that time is linear but does not
at all depend on it being discrete. The theorem is even applicable to a restricted
version of PITL consisting of conventional propositional logic with the sole addition
of the temporal operator weak chop. Now O is the only other temporal operator
needed to formalise basic O-closure of 2-to-1 formulas. It is not hard to derive O
from weak chop (as described in our earlier publications [48-51]):

inf = true; false finite = —inf OA = finite; A OA = —O-A.

So Theorem 4.5 seems quite basic in the theory of temporal logic.

We can alternatively take strong chop as a primitive to obtain 2-to-1 formulas
using Lemma 4.2’s second characterisation of them (i.e., = (A7A) D A). The PTL
temporal operator O is then derivable as shown in Table 1 in Sect. 2 in order to
formalise O-closure of 2-to-1 formulas.

Our comments here about Theorem 4.5 not requiring discrete time also apply
to the analogous Lemma 10.5 concerning the closure of +-to-1 formulas under O.

If we take skip and either weak or strong chop as the two temporal primitives,
then the derived operator until defined in Sect. 3.3 (and used to express 2-to-
1 formulas in Sects. 5 and 14) is expressible without chop-star by means of the
following semantic equivalence:

= Tuntil A = (finite A O(more DT)); A

This uses the PTL subformula O(more D T) instead of the PITL subformula (skip A
T)* in the original definition of T until A in Sect. 3.3. The two subformulas are
semantically equivalent because of the valid PITL equivalence below (we formally
state and prove this in [55, Theorem 5.4]):

E  O(more >T) = (skipanT)*.

Note that our technique for defining until as a derived operator using skip assumes
discrete time. However, the second definition of until can be made to work without
discrete time if the left operand is limited to being a state formula (e.g., p until Oq).
We can simply take either more or empty to be a primitive operator. Alternatively,
if chop-star is taken to be a primitive, then we first derive empty from chop-star as
false® and then derive more (which is normally defined using skip) using —empty.
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15.4 Empty intervals

We have for about thirty years used the adjective “empty” to describe one-state
intervals in ITL. Some readers will surely find this convention a bit puzzling be-
cause, in contrast, the empty word in regular languages has no letters at all. Let
us now examine the choice of terminology. This also helps explain the behaviour
of chop-star with one-state intervals, which is a further source of confusion.

In language theory, the empty word is the unique word with no letters at all.
However, since the time of our early work on ITL [45-47], we have alway let the
derived construct empty (defined in Table 1 in Sect. 2) denote the test for one-state
intervals, which are also known in ITL as empty intervals. In fact, intervals in
ITL and PTL with finite time always have at least one state, so there is normally
no ambiguity about the meaning of the word “empty” in these logics.

Another reason why the term “empty” seems reasonable is because one-state
intervals in fact play a role in I'TL quite similar to empty words in regular languages
and the standard finite-state automata associated with them. For example, some
of our proofs of axiomatic completeness for versions of ITL [52,53,57] use such
automata to encode ITL formulas, but the operation of the automata is modified
so that they always examine at least one letter. Such a letter represents both an
individual state and a one-state interval. The appropriateness of using “empty”
for one-state intervals can also be clearly seen by means of a comparison of Kleene
star with chop-star’s semantics on finite intervals:

— Standard definition of Kleene star on a regular language L: Define L°
to be the singleton set {¢} containing just the empty word e. For each k£ > 0,
inductively define L*! to be the set of finite words {af :a € L,p € Lk},
where af is the usual string concatenation of words a and 8. The language L™
is defined to be the infinitary union of these sets: | J,~ L*.

— Semantics of PITL’s chop-star for finite intervals: For any PITL formula
A, we can analogously define A° to be the formula empty and for each k > 0,
the formula A**! to be A7A*. For each k > 0, let Sj, denote the set of finite
intervals which satisfy the formula A* and let S’ denote the set of finite intervals
which satisfy the chop-star formula A* (as defined in Sect. 2). Then the two
sets Up>o S and S’ can be shown to be equal.

Observe that the set obtained from the application of Kleene star to a regular
language, even the empty one {} with no words in it, always contains the empty
word e. This is because the language LY equals {e} for every L, so L* also includes
€ as an element. Similarly, if one applies chop-star to a PITL formula A, the result
A* is satisfied by all one-state (empty) intervals, even if A itself is unsatisfiable.
The formula false* therefore provides a natural alternative way to express empty
using just the boolean formula false combined with the temporal operator chop-
star.

Duan [13-15,17] and Bowman and Thompson [10] follow our convention of
using empty, although Duan recently abbreviates it as e [18,83]. We should point
out that some other naming conventions for the formula empty nevertheless also
exist. For example, Paech uses the construct Lo [61]. This follows a convention
found in some earlier work by others on process logics [26,62]. The formula £ =0
is favoured in the Duration Calculus [59, 84, 85], where the special construct ¢
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equals interval length. The formula ¢ = 0 can be abbreviated as [ ]. The KIV
group use the construct last to specify one-state intervals [7].

15.5 Star-to-1 formulas and chop-star fixpoints

The *-to-1 formulas defined in the beginning of Sect. 10 (i.e., = A* 5 A in Defini-
tion 10.1) are identical to the ones called chop-star fixpoints in our earlier work
on compositional reasoning in ITL [48-51]. A chop-star fixpoint is any formula
A for which the equivalence A = A™ is valid. Now for any PITL formula A, the
implication A D A™ is valid. Hence, A is *-to-1 iff the equivalence A = A™ is valid.
We present an analysis of *-to-1 formulas which relates them to other classes of
formulas in recent work [58] that further explores the theory of 2-to-1 formulas.

16 Related work

We now consider relevant research by others and limit our coverage to the cate-
gories below:

— Mirror images

— Early proposals for using temporal logic with past time to reason about con-
currency

— Interval-based approaches for analysing mutual exclusion

More information about other formal ways to analyse mutual exclusion, including
extensive bibliographies, can be found in the various recent textbooks we already
cited at the beginning of Sect. 13 when justifying our choice of Peterson’s algorithm
to illustrate time symmetry.

16.1 Mirror images

Time reversal and reflections are related to mirror images (see Prior [67]) used with
temporal logics to obtain a rule for past-time operators from an analogous one for
future-time operators by means of time symmetry. Analyses of conventional tem-
poral logics for computer science typically cannot directly exploit mirror images
because the time models are intentionally asymmetric with an infinite future and
either no past or a bounded one. That has severely limited the application of mir-
ror images. Nevertheless, Furia and Spoletini [21] and Reynolds [69] have recently
applied mirror images to symmetric time models (e.g., bounded past and future).
This demonstrates ongoing interest in mirror images and associated techniques.

16.2 Early applications of temporal logic with past time to concurrency

Our presentation already mentioned in Sect. 6 the work by Pnueli [66] and Lichten-
stein, Pnueli and Zuck [41] in the mid 80s which formalises safety properties using
temporal formulas of the form O(w D X), where the only temporal operators in
X are past-time ones such as those described in Sect. 5.1. Therefore, X can just
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concern past states and the current state, but not future ones. Only Pnueli [66]
specifically discusses mutual exclusion and Peterson’s algorithm. One motivation
for using past time is to assist in doing backward analysis about what must have
preceded certain events. We pointed in Sect. 6 out that the formula O(w D X)
bears a certain resemblance to our class of 2-to-1 PITL formulas having the form
©O((finw) D ©B) and showed how some instances can be formally related in a se-
mantic sense. One example of this given in Sect. 6 concerns the PITL formula (16)
and PTL™ formula (17) which we reproduce below for the convenience of readers:

((ﬁnp) D O(skip A q)) first A O(p D ©Oq).

Pnueli’s main justification given for past time is that point-based temporal logic
without past-time constructs imposes a more global view of the system behaviour.
In contrast, past-time constructs help to modularly specify and analyse the be-
haviour of an individual process.

Interestingly, around the same time as Pnueli, both Barringer and Kuiper [3,
4] and Koymans, Vytopil and de Roever [36] similarly suggest the use of past-
time constructs for reasoning about concurrency. They do not discuss ones of
the form O(w D X). However, Barringer, Kuiper and Pnueli in the slightly later
joint paper [5] mention a couple of formulas of this kind and also examine mutual
exclusion and Peterson’s algorithm.

The straightforward definitions of satisfiability and validity we use for PTL™
in Sect. 5.1 correspond to the so-called floating framework of PTL with past time.
However, Manna and Pnueli propose another approach called the anchored frame-
work [42] (also discussed by Lichtenstein and Pnueli in [40]) which they argue
is superior. In this framework, satisfiability and validity only examine pairs of
the form (o,0). There exist ways to go between the two conventions, but we will
not delve into this here and instead simply assume the more traditional floating
interpretation.

16.3 Other interval-based analyses of mutual exclusion

We now mention some interval-based work involving algorithms for mutual ex-
clusion and the related topic of lock-free data structures. The only previously
published analysis of Peterson’s algorithm in some ITL variant seems to be the
one by Pei and Xu [63] which uses the Discrete Time Duration Calculus [25,84]. Ver-
ification is performed using model checking with the popular SPIN tool [31] and
is global rather than modular in the sense of Pnueli [66] (as we briefly discussed
in Sect. 16.2).

Projection Temporal Logic is an I'TL extension with operators for temporal gran-
ularities and framing [13-15,17]. Duan [13,14] expresses Dekker’s mutual exclu-
sion algorithm (first published by Dijkstra in [12]) in Projection Temporal Logic
but without any formal analysis. Yang, Duan and Ma [82] have applied Projection
Temporal Logic to the analysis of an mutual exclusion example involving a counter
and described earlier by Biere et al. [8]. The interactive theorem prover PVS [60]
provides tool support for a global proof in Pnueli’s sense involving the combined
behaviour of two concurrent processes. Consequently, no compositional properties
involving the correctness of the individual processes are given. Duan, Zhang and
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Koutny [18] investigate axiomatic completeness for propositional Projection Tem-
poral Logic and illustrate their framework by summarising the global analysis of
another mutual exclusion example. In principle, Projection Temporal Logic sup-
ports past-time constructs, so a modular analysis, at least in Pnueli’s sense, seems
feasible. However, the case studies of mutual exclusion in [18,82] are formalised in
a version of the logic where the only past-time construct, the operator © (“previ-
ous”), seems intended solely for framing variables. Our techniques involving time
symmetry and compositional formulas which are closed under conjunction and
the temporal operator O might also be applicable to analysis involving Projection
Temporal Logic because it supports basic ITL operators.

The KIV interactive theorem prover group [7,79] has combined a variant of ITL
with the rely-guarantee paradigm [34,35] of Jones to verify lock-free algorithms.
However, they have not yet looked at mutual exclusion. Moreover, the lack of much
published literature on applying the quite established rely-guarantee approach to
mutual exclusion (e.g., Stark [74] and see also the related work of Stglen [75] and
Collette [11]) suggests that the framework is not particularly well suited for it. The
textbook by de Roever et al. [70] presents a rely-guarantee example involving mu-
tual exclusion and is a comprehensive source of information about compositional
reasoning based on rely-guarantee conditions as well as other similar work.

We take this opportunity to also mention a class of ITL formulas which Siewe
et al. [73] and Janicke et al. [33] use for describing access control policies. Such
formulas have the form given below:

@D((OB) D finw). (99)

Their syntax makes them similar to the 2-to-1 formula @((finw) D ¢B) we first
discussed in Sect. 6. However, the variant (99) is not necessarily 2-to-1. For exam-
ple, consider any three-state interval o. It has exactly two two-state subintervals.
Each of these subintervals trivially satisfies the next B-formula:

((O(skipr\skip)) D ﬁnfalse). (100)

This is because a one- or two-state interval does not satisfy the implication’s left
operand O (skip™ skip), which is only true for intervals with three or more states.
Hence, the implication’s right operand fin false is ignored. Now let A denote the
@-formula (100). Our reasoning so far about the subintervals ensures that the
three-state interval o satisfies the chop formula A; A. Nevertheless, o fails to satisfy
A because the left subformula < (skip™ skip) of the implication in A is true in o,
but the right subformula fin false is not. Hence, o does not satisfy the implication
(A; A) D A, so the formula (100) is not 2-to-1.

Conclusions and Further Work

We believe that our results about interval-based compositional reasoning using 2-
to-1 formulas and time symmetry are promising. The various compositional classes
of formulas described here which are closed under conjunction and the temporal
operator O seem quite intriguing owing to their simple mathematical features and
natural connections with PTL. The approach therefore appears worthy of further
study. Moreover, perhaps the application of the compositional classes and time
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symmetry can even somewhat narrow the currently perceived wide practical gap
between PITL and PTL and help increase combined use of the two formalisms.
Possible connections could also be explored involving temporal logics with the same
expressiveness as PITL but lower computational complexity such as Regular Linear
Temporal Logic proposed by Leucker and Sdnchez [39,71]. Incidentally, PITL itself
contains a natural, equally expressive sublogic of this sort called Fusion Logic [54,
55], which has some tool support.

Ideally, we would also like to see a comparative analysis encompassing a number
of suitable benchmark applications, range of formalisms and models of concurrency
such as interleaving and true concurrency. It furthermore seems appropriate to
evaluate the tradeoffs between analyses involving concrete algorithms and more
abstract ones. The compositional details required in our analysis of Peterson’s
algorithm certainly suggest to us that abstraction can be quite beneficial. We
have clearly focused our attention on modular techniques here, but the nature of
both global and modular ones deserves further investigation.

Our future research plans include using 2-to-1 formulas and time symmetry in
a calculus of sequential and parallel composition based on Hoare triples having as-
sertions expressed in ITL. Implementations of decision procedures for PITL using
time symmetry and reductions to point-based temporal logic are also envisioned.

We end our discussion here by noting that we believe that the basic math-
ematical concepts described here enrich the body of knowledge about intervals
and temporal logics, no matter what the ultimate practical implications might be.
They include some elementary and exciting properties about compositionality and
time symmetry which turned out with the hindsight of several decades to be quite
elusive and so until now were completely overlooked and unexplored. It also seems
remarkable that most of them only involve the subset of PITL with just the tem-
poral operators chop and skip, but not chop-star. Perhaps similar treasures still
remain hidden, waiting to be discovered. We believe that the further systematic
and scientific study and application of the compositional techniques we already
presented in our earlier work [48-51], together with our interval-oriented analysis
of conventional point-based linear time temporal [55] and new completeness proof
for PITL with infinite time [57], could help in the exploration. This view is sup-
ported by the fact that the material in these publications played a crucial part in
leading us to uncovering the results we have described here.
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